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## Preface

This book is intended for people who are not primarily algebraists, but nonetheless get involved in the subject through other areas - having backgrounds, in say, engineering, physics, geometry or analysis. Readers of this book may have different starting levels, backgrounds and goals.

Chapters 1-2 form a unit for an undergraduate course: Vectors, the scalar product; complex numbers, a geometrical interpretation of the imaginary unit $i=\sqrt{-1}$.
Chapters 3-7 guide the reader through bottlenecks and provide necessary building blocks: Bivectors and the exterior product. Pauli spin matrices and Pauli spinors. Quaternions and the fourth dimension. The cross product is generalized to higher dimensions.
Chapters 8-10 aim to serve readers with different backgrounds: Electromagnetism, special relativity, Dirac theory. The Dirac equation is formulated with complex column spinors, spinors in minimal left ideals and considering spinors as operators.
Chapters 11-13 discuss physical applications of spinors: In the case of an electron, Fierz identities are sufficient to reconstruct spinors from their physical observables, but this is not the case for the neutrino. Boomerangs are introduced to handle neutrinos. A new class of spinors is identified by its bilinear observables: the flag-dipole spinors which reside between Weyl, Majorana and Dirac spinors.
Chapters 14-15 are more algebraic than the previous chapters. Clifford algebras are defined for the first time. Finite fields. Isometry classes of quadratic forms and their Witt rings. Tensor products of algebras and Brauer groups are discussed.
Chapters 16-19 view Clifford algebras through matrix algebras: Clifford algebras are given isomorphic images as matrix algebras, Cartan's periodicity of 8 , spin groups and their matrix images in lower dimensions, scalar products of spinors with a chessboard of their automorphism groups, Möbius transformations represented by Vahlen matrices.
Chapters 20-23 discuss miscellaneous mathematical topics. A one-variable higher-dimensional generalization of complex analysis: Cauchy's integral formula is generalized to higher dimensions. Multiplication rule of standard basis elements of a Clifford algebra and its relation to Walsh functions. Multivector structure of Clifford algebras and the
non-existence of $k$-vectors, $k \geq 2$, in characteristic 2 . In the last chapter, we come into contact with final frontiers science: an exceptional phenomenon in dimension 8 , triality, which has no counterpart in any other dimension.

The first parts of initial chapters are accessible without knowledge of other parts of the book - thus a teacher may choose his own path for his lectures on Clifford algebras. The latter parts of the chapters are sometimes more advanced, and can be left as independent study for interested students.

Introduction of the Clifford algebra of multivectors and spinors can be motivated in two different ways, in physics and in geometry:
(i) In physics, the concept of Clifford algebra, as such or in a disguise, is a necessity in the description of electron spin: Spinors cannot be constructed by tensorial methods, in terms of exterior powers of the vector space.
(ii) In geometry, information about orientation of subspaces can be encoded in simple multivectors, which can be added and multiplied. Physicists are familiar with this tool in the special case of one-dimensional subspaces of oriented line-segments, which they manipulate by vectors (not by projection operators, which lose information about orientation).
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## Mathematical Notation

| V | linear space |
| :---: | :---: |
| F | field |
| D | division ring (typically $\mathbb{R}, \mathbb{C}, \mathbb{H}$ ) |
| H | division ring of quaternions |
| (1) | division algebra of octonions |
| $\operatorname{Mat}(d, \mathbb{F})$ | $d \times d$ matrix algebra over $\mathbb{F}$ |
| $\operatorname{Mat}(d, \mathbb{D})$ | matrix algebra over Cen $(\mathbb{D})$ with entries in $\mathbb{D}$ |
| ${ }^{2} \mathbb{F}$ | double ring $\mathbb{F} \times \mathbb{F}$ of the field $\mathbb{F}$ |
| ${ }^{2} \mathrm{Mat}(d, \mathbb{F})$ | direct sum $\operatorname{Mat}(d, \mathbb{F}) \oplus \operatorname{Mat}(d, \mathbb{F}) \simeq \operatorname{Mat}\left(d,{ }^{2} \mathbb{F}\right)$ |
| A | an algebra |
| Cen $(A)$ | the center of an algebra $A$ |
| A | $\mathbb{R}, \mathbb{C}, \mathbb{H},{ }^{2} \mathbb{R}$, or ${ }^{2} \mathbb{H}$ |
| $\mathbb{R}^{n}$ | $n$-dimensional real linear space |
| $\mathbb{R}^{n}=\mathbb{R}^{n, 0}$ | $n$-dimensional Euclidean space |
| $\mathbb{C}^{n}$ | $n$-dimensional complex linear space |
| $\mathbb{H}^{n}$ | $n$-dimensional module over $\mathbb{H}$ |
| $\mathbb{R}^{p, q}$ | real quadratic space ( $p$ for positive and $q$ for negative) |
| $\mathcal{C} \ell_{p, q}$ | Clifford algebra of $\mathbb{R}^{p, q}$ |
| $Q$ | quadratic form |
| $\mathcal{C} \ell(Q)$ | Clifford algebra of the quadratic form $Q ; \mathbf{x}^{2}=Q(\mathbf{x})$ |
| $\mathcal{C} \ell_{3} \simeq \operatorname{Mat}(2, \mathbb{C})$ | Clifford algebra of the Euclidean space $\mathbb{R}^{3}$ |
| $\mathcal{C} \ell_{n}=\mathcal{C} \ell_{n, 0}$ | Clifford algebra of the Euclidean space $\mathbb{R}^{n}=\mathbb{R}^{n, 0}$ |
| $\mathcal{C} \ell_{1,3} \simeq \operatorname{Mat}(2, \mathbb{H})$ | Clifford algebra of the Minkowski space $\mathbb{R}^{1,3}$ |
| $\mathcal{C} \ell_{3,1} \simeq \operatorname{Mat}(4, \mathbb{R})$ | Clifford algebra of the Minkowski space $\mathbb{R}^{3,1}$ |
| $\hat{u}$ | grade involute of $u \in \mathcal{C} \ell(Q)=\mathcal{C} \ell^{+}(Q) \oplus \mathcal{C} \ell^{-}(Q)$ |
| $\tilde{u}$ | reverse of $u \in \mathcal{C} \ell(Q) ; \tilde{\mathbf{x}}=\mathbf{x}$ for $\mathbf{x} \in V$ |
| $\bar{u}$ | Clifford-conjugate of $u \in \mathcal{C} \ell(Q)$; $\overline{\mathbf{x}}=-\mathbf{x}$ for $\mathbf{x} \in V$ |
| $u^{*}$ | complex conjugate of $u$ (in chapter 2 also $\bar{u}$ ) |
| $f$ | primitive idempotent of $\mathcal{C} \ell_{p, q}$ |
| $S=\mathcal{C} \ell_{p, q} f$ | spinor space (minimal left ideal of $\mathcal{C} \ell_{p, q}$ ) |
| $\check{S}, \check{U}$ | left ideal $S \oplus \hat{S}$ or companion of $U \in S O(8)$ |
| $\mathbb{Z}_{n}$ | $\{0,1, \ldots, n-1\}$ or $\left\{1, e^{i 2 \pi / n}, \ldots, e^{i 2 \pi(n-1) / n}\right\}$ |

## Vectors and Linear Spaces

Vectors provide a mathematical formulation for the notion of direction, thus making direction a part of our mathematical language for describing the physical world. This leads to useful applications in physics and engineering, notably in connection with forces, velocities of motion, and electrical fields. Vectors help us to visualize physical quantities by providing a geometrical interpretation. They also simplify computations by bringing algebra to bear on geometry.

### 1.1 Scalars and vectors

In geometry and physics and their engineering applications we use two kinds of quantities, scalars and vectors. A scalar is a quantity that is determined by its magnitude, measured in units on a suitable scale. ${ }^{1}$ For instance, mass, temperature and voltage are scalars.

A vector is a quantity that is determined by its direction as well as its magnitude; thus it is a directed quantity or a directed line-segment. For instance, force, velocity and magnetic intensity are vectors.

We denote vectors by boldface letters $\mathbf{a}, \mathbf{b}, \mathbf{r}$, etc. [or indicate them by arrows, $\vec{a}, \vec{b}, \vec{r}$, etc., especially in dimension 3]. A vector can be depicted by an arrow, a line-segment with a distinguished end point. The two end points are called the initial point (tail) and the terminal point (tip):

1. length (of the line-segment $O A$ )

2. direction

- attitude (of the line $O A$ )
- orientation (from $O$ to $A$ )

The length of a vector $\mathbf{a}$ is denoted by $|\mathbf{a}|$. Two vectors are equal if and only

[^1]if they have the same length and the same direction. Thus,
$$
\mathbf{a}=\mathbf{b} \quad \Longleftrightarrow \quad|\mathbf{a}|=|\mathbf{b}| \quad \text { and } \quad \mathbf{a} \uparrow \uparrow \mathbf{b} .
$$

Two vectors have the same direction, if they are parallel as lines (the same attitude) and similarly aimed (the same orientation). The zero vector has length zero, and its direction is unspecified. A unit vector $\mathbf{u}$ has length one, $|\mathbf{u}|=1$. A vector $\mathbf{a}$ and its opposite $-\mathbf{a}$ are of equal length and parallel, but have opposite orientations.

### 1.2 Vector addition and subtraction

Given two vectors $\mathbf{a}$ and $\mathbf{b}$, translate the initial point of $\mathbf{b}$ to the terminal point of a (without rotating $\mathbf{b}$ ). Then the sum $\mathbf{a}+\mathbf{b}$ is a vector drawn from the initial point of $\mathbf{a}$ to the terminal point of $\mathbf{b}$. Vector addition can be visualized by the triangle formed by vectors $\mathbf{a}, \mathbf{b}$ and $\mathbf{a}+\mathbf{b}$.


Vector addition is commutative, $\mathbf{a}+\mathbf{b}=\mathbf{b}+\mathbf{a}$, as can be seen by inspection of the parallelogram with $\mathbf{a}$ and $\mathbf{b}$ as sides. It is also associative, $(\mathbf{a}+\mathbf{b})+\mathbf{c}=$ $\mathbf{a}+(\mathbf{b}+\mathbf{c})$, and such that two opposite vectors cancel each other, $\mathbf{a}+(-\mathbf{a})=0$.

Instead of $\mathbf{a}+(-\mathbf{b})$ we simply write the difference as $\mathbf{a}-\mathbf{b}$. Note the order in $\overrightarrow{B A}=\overrightarrow{O A}-\overrightarrow{O B}$ when $\mathbf{a}=\overrightarrow{O A}$ and $\mathbf{b}=\overrightarrow{O B}$.


Vector subtraction


Remark. To qualify as vectors, quantities must have more than just direction
and magnitude - they must also satisfy certain rules of combination. For instance, a rotation can be characterized by a direction a, the axis of rotation, and a magnitude $\alpha=|\mathbf{a}|$, the angle of rotation, but rotations are not vectors because their composition fails to satisfy the commutative rule of vector addition, $\mathbf{a}+\mathbf{b}=\mathbf{b}+\mathbf{a}$. The lack of commutativity of the composition of rotations can be verified by turning a box around two of its horizontal axes by $90^{\circ}$ :


The terminal attitude of the box depends on the order of operations. The axis of the composite rotation is not even horizontal, so that neither $\mathbf{a}+\mathbf{b}$ nor $\mathbf{b}+\mathbf{a}$ can represent the composite rotation. We conclude that rotation angles are not vectors - they are a different kind of directed quantities.

### 1.3 Multiplication by numbers (scalars)

Instead of $\mathbf{a}+\mathbf{a}$ we write $2 \mathbf{a}$, etc., and agree that $(-1) \mathbf{a}=-\mathbf{a}$, the opposite of a. This suggests the following definition for multiplication of vectors a by real numbers $\lambda \in \mathbb{R}$ : the vector $\lambda \mathbf{a}$ has length $|\lambda \mathbf{a}|=|\lambda||\mathbf{a}|$ and direction given by (for $\mathbf{a} \neq 0$ )

$$
\begin{array}{lll}
\lambda \mathbf{a} \uparrow \uparrow \mathbf{a} & \text { if } \quad \lambda>0, \\
\lambda \mathbf{a} \uparrow \downarrow \mathbf{a} & \text { if } & \lambda<0 .
\end{array}
$$

Numbers multiplying vectors are called scalars. Multiplication by scalars, or scalar multiplication, satisfies distributivity, $\lambda(\mathbf{a}+\mathbf{b})=\lambda \mathbf{a}+\lambda \mathbf{b},(\lambda+\mu) \mathbf{a}=$ $\lambda \mathbf{a}+\mu \mathbf{a}$, associativity, $(\lambda \mu) \mathbf{a}=\lambda(\mu \mathbf{a})$, and the unit property, $1 \mathbf{a}=\mathbf{a}$, for all real numbers $\lambda, \mu$ and vectors $\mathbf{a}, \mathbf{b}$.

### 1.4 Bases and coordinates

In the plane any two non-parallel vectors $\mathbf{e}_{1}, \mathbf{e}_{2}$ form a basis so that an arbitrary vector in the plane can be uniquely expressed as a linear combination $\mathbf{a}=$ $a_{1} \mathbf{e}_{1}+a_{2} \mathbf{e}_{2}$. The numbers $a_{1}, a_{2}$ are called coordinates or components of the vector a with respect to the basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}\right\}$.

When a basis has been chosen, vectors can be expressed in terms of the
coordinates alone, for instance,

$$
\mathbf{e}_{1}=(1,0), \quad \mathbf{e}_{2}=(0,1), \quad \mathbf{a}=\left(a_{1}, a_{2}\right) .
$$

If we single out a distinguished point, the origin $O$, we can use vectors to label the points $A$ by $\mathbf{a}=\overrightarrow{O A}$. In the coordinate system fixed by $O$ and $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}\right\}$ we can denote points and vectors in a similar manner,

$$
\text { point } A=\left(a_{1}, a_{2}\right), \quad \text { vector } \quad \mathbf{a}=\left(a_{1}, a_{2}\right) \text {, }
$$

since all the vectors have a common initial point $O$.
In coordinate form vector addition and multiplication by scalars are just coordinate-wise operations:

$$
\begin{aligned}
& \left(a_{1}, a_{2}\right)+\left(b_{1}, b_{2}\right)=\left(a_{1}+b_{1}, a_{2}+b_{2}\right), \\
& \lambda\left(a_{1}, a_{2}\right)=\left(\lambda a_{1}, \lambda a_{2}\right) .
\end{aligned}
$$

Conversely, we may start from the set $\mathbb{R} \times \mathbb{R}=\{(x, y) \mid x, y \in \mathbb{R}\}$, and equip it with component-wise addition and multiplication by scalars. This construction introduces a real linear structure on the set $\mathbb{R}^{2}=\mathbb{R} \times \mathbb{R}$ making it a 2 -dimensional real linear space $\mathbb{R}^{2}$. The real linear structure allows us to view the set $\mathbb{R}^{2}$ intuitively as a plane, the vector plane $\mathbb{R}^{2}$. The two unit points on the axes give the standard basis

$$
\mathbf{e}_{1}=(1,0), \quad \mathbf{e}_{2}=(0,1)
$$

of the 2 -dimensional linear space $\mathbb{R}^{2}$.
In our ordinary space a basis is formed by three non-zero vectors $\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}$ which are not in the same plane. An arbitrary vector a can be uniquely represented as a linear combination of the basis vectors:

$$
\mathbf{a}=a_{1} \mathbf{e}_{1}+a_{2} \mathbf{e}_{2}+a_{3} \mathbf{e}_{3} .
$$

The numbers $a_{1}, a_{2}, a_{3}$ are coordinates ${ }^{2}$ in the basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$. Conversely, coordinate-wise addition and scalar multiplication make the set

$$
\mathbb{R} \times \mathbb{R} \times \mathbb{R}=\{(x, y, z) \mid x, y, z \in \mathbb{R}\}
$$

a 3 -dimensional real linear space or vector space $\mathbb{R}^{3}$. In a coordinate system fixed by the origin $O$ and a standard basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$ a point $P=(x, y, z)$ and its position vector

$$
\overrightarrow{O P}=x \mathbf{e}_{1}+y \mathbf{e}_{2}+z \mathbf{e}_{3}
$$

have the same coordinates. ${ }^{3}$
2 Some authors speak about components of vectors and coordinates of points.
3 Since a vector beginning at the origin is completely determined by its endpoints, we will sometimes refer to the point $\mathbf{r}$ rather than to the endpoint of the vector $\mathbf{r}$.

### 1.5 Linear spaces and linear functions

Above we introduced vectors by visualizing them without specifying the grounds of our study. In an axiomatic approach, one starts with a set whose elements satisfy certain characteristic rules. Vectors then become elements of a mathematical object called a linear space or a vector space $V$. In a linear space vectors can be added to each other but not multiplied by each other. Instead, vectors are multiplied by numbers, in this context called scalars. ${ }^{4}$

Formally, we begin with a set $V$ and the field of real numbers $\mathbb{R}$. We associate with each pair of elements $\mathbf{a}, \mathbf{b} \in V$ a unique element in $V$, called the sum and denoted by $\mathbf{a}+\mathbf{b}$, and to each $\mathbf{a} \in V$ and each real number $\lambda \in \mathbb{R}$ we associate a unique element in $V$, called the scalar multiple and denoted by $\lambda \mathbf{a}$. The set $V$ is called a linear space $V$ over $\mathbb{R}$ if the usual rules of addition are satisfied for all $\mathbf{a}, \mathbf{b}, \mathbf{c} \in V$

$$
\begin{array}{ll}
\mathbf{a}+\mathbf{b}=\mathbf{b}+\mathbf{a} & \text { commutativity } \\
(\mathbf{a}+\mathbf{b})+\mathbf{c}=\mathbf{a}+(\mathbf{b}+\mathbf{c}) & \text { associativity } \\
\mathbf{a}+0=\mathbf{a} & \text { zero-vector } 0 \\
\mathbf{a}+(-\mathbf{a})=0 & \text { opposite vector }-\mathbf{a}
\end{array}
$$

and if the scalar multiplication satisfies

$$
\begin{array}{ll}
\left.\begin{array}{l}
\lambda(\mathbf{a}+\mathbf{b})=\lambda \mathbf{a}+\lambda \mathbf{b} \\
(\lambda+\mu) \mathbf{a}=\lambda \mathbf{a}+\mu \mathbf{a}
\end{array}\right\} & \text { distributivity } \\
\begin{array}{l}
\lambda \mu) \mathbf{a}=\lambda(\mu \mathbf{a}) \\
l \mathbf{a}=\mathbf{a}
\end{array} & \begin{array}{l}
\text { associativity } \\
\text { unit property }
\end{array}
\end{array}
$$

for all $\lambda, \mu \in \mathbb{R}$ and $\mathbf{a}, \mathbf{b} \in V$. The elements of $V$ are called vectors, and the linear space $V$ is also called a vector space. The above axioms of a linear space set up a real linear structure on $V$.

A subset $U$ of a linear space $V$ is called a linear subspace of $V$ if it is closed under the operations of a linear space:

$$
\begin{array}{lll}
\mathbf{a}+\mathbf{b} \in U & \text { for } & \mathbf{a}, \mathbf{b} \in U \\
\lambda \mathbf{a} \in U & \text { for } & \lambda \in \mathbb{R}, \mathbf{a} \in U .
\end{array}
$$

For instance, $\mathbb{R}^{2}$ is a subspace of $\mathbb{R}^{3}$.
A function $L: U \rightarrow V$ between two linear spaces $U$ and $V$ is said to be linear if for any $\mathbf{a}, \mathbf{b} \in U$ and $\lambda \in \mathbb{R}$,

$$
\begin{aligned}
& L(\mathbf{a}+\mathbf{b})=L(\mathbf{a})+L(\mathbf{b}) \quad \text { and } \\
& L(\lambda \mathbf{a})=\lambda L(\mathbf{a}) .
\end{aligned}
$$

4 Vectors are not scalars, and scalars are not vectors. Vectors belong to a linear space $V$, and scalars belong to a field $\mathbb{F}$. In this chapter $\mathbb{F}=\mathbb{R}$.

Linear functions preserve the linear structure. A linear function $V \rightarrow V$ is called a linear transformation or an endomorphism. An invertible linear function $U \rightarrow V$ is a linear isomorphism, denoted by $U \simeq V .{ }^{\mathbf{5}}$

The set of linear functions $U \rightarrow V$ is itself a linear space. A composition of linear functions is also a linear function. The set of linear transformations $V \rightarrow V$ is a ring denoted by $\operatorname{End}(V)$. Since the endomorphism ring End $(V)$ is also a linear space over $\mathbb{R}$, it is an associative algebra over $\mathbb{R}$, denoted by $\operatorname{End}_{\mathbb{R}}(V) .{ }^{6}$

### 1.6 Linear independence; dimension

A vector $\mathbf{b} \in V$ is said to be a linear combination of vectors $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{k}$ if it can be written as a sum of multiples of the vectors $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{k}$, that is,

$$
\mathbf{b}=\lambda_{1} \mathbf{a}_{1}+\lambda_{2} \mathbf{a}_{2}+\cdots+\lambda_{k} \mathbf{a}_{k} \quad \text { where } \quad \lambda_{1}, \lambda_{2}, \ldots, \lambda_{k} \in \mathbb{R}
$$

A set of vectors $\left\{\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{k}\right\}$ is said to be linearly independent if none of the vectors can be written as a linear combination of the other vectors. In other words, a set of vectors $\left\{\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{k}\right\}$ is linearly independent if $\lambda_{1}=\lambda_{2}=$ $\ldots=\lambda_{k}=0$ is the only set of real numbers satisfying

$$
\lambda_{1} \mathbf{a}_{1}+\lambda_{2} \mathbf{a}_{2}+\cdots+\lambda_{k} \mathbf{a}_{k}=0
$$

In a linear combination

$$
\mathbf{b}=\lambda_{1} \mathbf{a}_{1}+\lambda_{2} \mathbf{a}_{2}+\cdots+\lambda_{k} \mathbf{a}_{k}
$$

of linearly independent vectors $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{k}$ the numbers $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}$ are unique; we call them the coordinates of $\mathbf{b}$.

Linear combinations of $\left\{\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{k}\right\} \subset V$ form a subspace of $V$; we say that this subspace is spanned by $\left\{\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{k}\right\}$. A linearly independent set $\left\{\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{k}\right\} \subset V$ which spans $V$ is said to be a basis of $V$. All the bases for $V$ have the same number of elements called the dimension of $V$.

## Quadratic Structures

Concepts such as distance or angle are not inherent in the concept of a linear structure alone. For instance, it is meaningless to say that two lines in the linear space $\mathbb{R}^{2}$ meet each other at right angles, or that there is a basis of

[^2]equally long vectors $\mathbf{e}_{1}, \mathbf{e}_{2}$ in $\mathbb{R}^{2}$. The linear structure allows comparison of lengths of parallel vectors, but it does not enable comparison of lengths of nonparallel vectors. For this, an extra structure is needed, namely the metric or quadratic structure.

The quadratic structure on a linear space $\mathbb{R}^{n}$ brings along an algebra which makes it possible to calculate with geometric objects. In the rest of this chapter we shall study such a geometric algebra associated with the Euclidean plane $\mathbb{R}^{2}$.

### 1.7 Scalar product

We will associate with two vectors a real number, the scalar product $\mathbf{a} \cdot \mathbf{b} \in \mathbb{R}$ of $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{2}$. This scalar valued product of $\mathbf{a}=a_{1} \mathbf{e}_{1}+a_{2} \mathbf{e}_{2}$ and $\mathbf{b}=b_{1} \mathbf{e}_{1}+b_{2} \mathbf{e}_{2}$ is defined as
in coordinates
geometrically

$$
\begin{aligned}
\mathbf{a} \cdot \mathbf{b} & =a_{1} b_{1}+a_{2} b_{2} \\
\mathbf{a} \cdot \mathbf{b} & =|\mathbf{a}||\mathbf{b}| \cos \varphi
\end{aligned}
$$

where $\varphi\left[0 \leq \varphi \leq 180^{\circ}\right]$ is the angle between $\mathbf{a}$ and $\mathbf{b}$. The geometrical construction depends on the prior introduction of lengths and angles. Instead, the coordinate approach can be used to define the length

$$
|\mathbf{a}|=\sqrt{\mathbf{a} \cdot \mathbf{a}}
$$

which equals $|\mathbf{a}|=\sqrt{a_{1}^{2}+a_{2}^{2}}$, and the angle given by

$$
\cos \varphi=\frac{\mathbf{a} \cdot \mathbf{b}}{|\mathbf{a}||\mathbf{b}|}
$$

Two vectors $\mathbf{a}$ and $\mathbf{b}$ are said to be orthogonal, if $\mathbf{a} \cdot \mathbf{b}=0$. A vector of length one, $|\mathbf{a}|=1$, is called a unit vector. For instance, the standard basis vectors $\mathbf{e}_{1}=(1,0), \mathbf{e}_{2}=(0,1)$ are orthogonal unit vectors, and so form an orthonormal basis for $\mathbb{R}^{2}$.

The scalar product can be characterized by its properties:

$$
\begin{array}{ll}
\left.\begin{array}{l}
(\mathbf{a}+\mathbf{b}) \cdot \mathbf{c}=\mathbf{a} \cdot \mathbf{c}+\mathbf{b} \cdot \mathbf{c} \\
(\lambda \mathbf{a}) \cdot \mathbf{b}=\lambda(\mathbf{a} \cdot \mathbf{b})
\end{array}\right\} & \text { linear in the first factor } \\
\mathbf{a} \cdot \mathbf{b}=\mathbf{b} \cdot \mathbf{a} & \text { symmetric } \\
\mathbf{a} \cdot \mathbf{a}>0 \text { for } \mathbf{a} \neq 0 & \text { positive definite. }
\end{array}
$$

Symmetry and linearity with respect to the first factor together imply bilinearity, that is, linearity with respect to both factors. The real linear space $\mathbb{R}^{2}$ endowed with a bilinear, symmetric and positive definite product is called a Euclidean plane $\mathbb{R}^{2}$.

All Euclidean planes are isometric ${ }^{7}$ to the one with the metric/norm

$$
\mathbf{r}=x \mathbf{e}_{1}+y \mathbf{e}_{2} \rightarrow|\mathbf{r}|=\sqrt{x^{2}+y^{2}}
$$

In the rest of this chapter we assume this metric structure on our vector plane $\mathbb{R}^{2}$.
Remark. The quadratic form $\mathbf{r}=x \mathbf{e}_{1}+y \mathbf{e}_{2} \rightarrow|\mathbf{r}|^{2}=x^{2}+y^{2}$ enables us to compare lengths of non-parallel line-segments. The linear structure by itself allows only comparison of parallel line-segments.

### 1.8 The Clifford product of vectors; the bivector

It would be useful to have a multiplication of vectors satisfying the same axioms as the multiplication of real numbers - distributivity, associativity and commutativity - and require that the norm is preserved in multiplication, $|\mathbf{a b}|=|\mathbf{a}||\mathbf{b}|$. Since this is impossible in dimensions $n \geq 3$, we will settle for distributivity and associativity, but drop commutativity. However, we will attach a geometrical meaning to the lack of commutativity.

Take two orthogonal unit vectors $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$ in the vector plane $\mathbb{R}^{2}$. The length of the vector $\mathbf{r}=x \mathbf{e}_{1}+y \mathbf{e}_{2}$ is $|\mathbf{r}|=\sqrt{x^{2}+y^{2}}$. If the vector $\mathbf{r}$ is multiplied by itself, $\mathbf{r r}=\mathbf{r}^{2},{ }^{8}$ a natural choice is to require that the product equals the square of the length of $\mathbf{r}$,

$$
\mathbf{r}^{2}=|\mathbf{r}|^{2}
$$

In coordinate form, we introduce a product for vectors in such a way that

$$
\left(x \mathbf{e}_{1}+y \mathbf{e}_{2}\right)^{2}=x^{2}+y^{2}
$$

Use the distributive rule without assuming commutativity to obtain

$$
x^{2} \mathbf{e}_{1}^{2}+y^{2} \mathbf{e}_{2}^{2}+x y\left(\mathbf{e}_{1} \mathbf{e}_{2}+\mathbf{e}_{2} \mathbf{e}_{1}\right)=x^{2}+y^{2}
$$

This is satisfied if the orthogonal unit vectors $\mathbf{e}_{1}, \mathbf{e}_{2}$ obey the multiplication rules

$$
\begin{array}{|l|}
\hline \mathbf{e}_{1}^{2}=\mathbf{e}_{2}^{2}=1 \\
\mathbf{e}_{1} \mathbf{e}_{2}=-\mathbf{e}_{2} \mathbf{e}_{1}
\end{array} \quad \text { which correspond to } \quad \begin{aligned}
& \left|\mathbf{e}_{1}\right|=\left|\mathbf{e}_{2}\right|=1 \\
& \mathbf{e}_{1} \perp \mathbf{e}_{2}
\end{aligned}
$$

Use associativity to calculate the square $\left(e_{1} e_{2}\right)^{2}=-e_{1}^{2} e_{2}^{2}=-1$. Since the square of the product $e_{1} e_{2}$ is negative, it follows that $e_{1} e_{2}$ is neither a scalar

7 An isometry of quadratic forms is a linear function $f: V \rightarrow V^{\prime}$ such that $Q^{\prime}(f(\mathbf{a}))=Q(\mathbf{a})$ for all $\mathbf{a} \in V$.
8 The scalar product $\mathbf{a} \cdot \mathbf{b}$ is not the same as the Clifford product ab. Instead, the two products are related by $\mathbf{a} \cdot \mathbf{b}=\frac{1}{2}(\mathbf{a b}+\mathbf{b a})$.
nor a vector. The product is a new kind of unit, called a bivector, representing the oriented plane area of the square with sides $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$. Write for short $\mathbf{e}_{12}=\mathrm{e}_{1} \mathrm{e}_{2}$.


We define the Clifford product of two vectors $\mathbf{a}=a_{1} \mathbf{e}_{1}+a_{2} \mathbf{e}_{2}$ and $\mathbf{b}=b_{1} \mathbf{e}_{1}+$ $b_{2} \mathrm{e}_{2}$ to be $\mathbf{a b}=a_{1} b_{1}+a_{2} b_{2}+\left(a_{1} b_{2}-a_{2} b_{1}\right) \mathrm{e}_{12}$, a sum of a scalar and a bivector.

### 1.9 The Clifford algebra $\mathcal{C l}_{2}$

The four elements

| 1 | scalar |
| :--- | :--- |
| $\mathbf{e}_{1}, \mathbf{e}_{2}$ | vectors |
| $\mathbf{e}_{12}$ | bivector |

form a basis for the Clifford algebra $\mathcal{C} \ell_{2}{ }^{9}$ of the vector plane $\mathbb{R}^{2}$, that is, an arbitrary element

$$
u=u_{0}+u_{1} \mathbf{e}_{1}+u_{2} \mathbf{e}_{2}+u_{12} \mathbf{e}_{12} \quad \text { in } \quad \mathcal{C} \ell_{2}
$$

is a linear combination of a scalar $u_{0}$, a vector $u_{1} \mathbf{e}_{1}+u_{2} \mathbf{e}_{2}$ and a bivector $u_{12} \mathrm{e}_{12} .{ }^{10}$
Example. Compute $\mathbf{e}_{1} \mathbf{e}_{12}=\mathbf{e}_{1} \mathbf{e}_{1} \mathbf{e}_{2}=\mathbf{e}_{2}, \mathbf{e}_{12} \mathbf{e}_{1}=\mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{1}=-\mathbf{e}_{1}^{2} \mathbf{e}_{2}=-\mathbf{e}_{2}$, $\mathbf{e}_{2} \mathbf{e}_{12}=\mathbf{e}_{2} e_{1} e_{2}=-e_{1} e_{2}^{2}=-e_{1}$ and $e_{12} e_{2}=e_{1} e_{2}^{2}=e_{1}$. Note in particular that $\mathbf{e}_{12}$ anticommutes with both $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$.

The Clifford algebra $\mathcal{C} \ell_{2}$ is a 4-dimensional real linear space with basis elements

[^3]$1, \mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{12}$ which have the multiplication table

|  | $\mathbf{e}_{1}$ | $\mathbf{e}_{2}$ | $\mathbf{e}_{12}$ |
| :---: | :---: | :---: | :---: |
| $\mathbf{e}_{1}$ | 1 | $\mathbf{e}_{12}$ | $\mathbf{e}_{2}$ |
| $\mathbf{e}_{2}$ | $-\mathbf{e}_{12}$ | 1 | $-\mathbf{e}_{1}$ |
| $\mathbf{e}_{12}$ | $-\mathbf{e}_{2}$ | $\mathbf{e}_{1}$ | -1 |

### 1.10 Exterior product = bivector part of the Clifford product

Extracting the scalar and bivector parts of the Clifford product we have as products of two vectors $\mathbf{a}=a_{1} \mathbf{e}_{1}+a_{2} \mathbf{e}_{2}$ and $\mathbf{b}=b_{1} \mathbf{e}_{1}+b_{2} \mathbf{e}_{2}$

$$
\begin{array}{ll}
\mathbf{a} \cdot \mathbf{b}=a_{1} b_{1}+a_{2} b_{2}, & \text { the scalar product 'a dot } \mathbf{b} \text { ', } \\
\mathbf{a} \wedge \mathbf{b}=\left(a_{1} b_{2}-a_{2} b_{1}\right) \mathbf{e}_{12}, & \text { the exterior product 'a wedge } \mathbf{b} \text { '. }
\end{array}
$$

The bivector $\mathbf{a} \wedge \mathbf{b}$ represents the oriented plane segment of the parallelogram with sides $\mathbf{a}$ and $\mathbf{b}$. The area of this parallelogram is $\left|a_{1} b_{2}-a_{2} b_{1}\right|$, and we will take the magnitude of the bivector $\mathbf{a} \wedge \mathbf{b}$ to be this area $|\mathbf{a} \wedge \mathbf{b}|=\left|a_{1} b_{2}-a_{2} b_{1}\right|$.


The parallelogram can be regarded as a kind of geometrical product of its sides:


The bivectors $\mathbf{a} \wedge \mathbf{b}$ and $\mathbf{b} \wedge \mathbf{a}$ have the same magnitude but opposite senses of rotation. This can be expressed simply by writing

$$
\mathbf{a} \wedge \mathbf{b}=-\mathbf{b} \wedge \mathbf{a}
$$

Using the multiplication table of the Clifford algebra $\mathcal{C} \ell_{2}$ we notice that the Clifford product

$$
\left(a_{1} \mathbf{e}_{1}+a_{2} \mathbf{e}_{2}\right)\left(b_{1} \mathbf{e}_{1}+b_{2} \mathbf{e}_{2}\right)=a_{1} b_{1}+a_{2} b_{2}+\left(a_{1} b_{2}-a_{2} b_{1}\right) \mathbf{e}_{12}
$$

of two vectors $\mathbf{a}=a_{1} \mathbf{e}_{1}+a_{2} \mathbf{e}_{2}$ and $\mathbf{b}=b_{1} \mathbf{e}_{1}+b_{2} \mathbf{e}_{2}$ is a sum of a scalar $\mathbf{a} \cdot \mathbf{b}=a_{1} b_{1}+a_{2} b_{2}$ and a bivector $\mathbf{a} \wedge \mathbf{b}=\left(a_{1} b_{2}-a_{2} b_{1}\right) \mathbf{e}_{12} .{ }^{11}$ In an equation,

$$
\begin{equation*}
\mathbf{a b}=\mathbf{a} \cdot \mathbf{b}+\mathbf{a} \wedge \mathbf{b} \tag{a}
\end{equation*}
$$

The commutative rule $\mathbf{a} \cdot \mathbf{b}=\mathbf{b} \cdot \mathbf{a}$ together with the anticommutative rule $\mathbf{a} \wedge \mathbf{b}=-\mathbf{b} \wedge \mathbf{a}$ implies a relation between $\mathbf{a b}$ and $\mathbf{b a}$. Thus,

$$
\begin{equation*}
\mathbf{b a}=\mathbf{a} \cdot \mathbf{b}-\mathbf{a} \wedge \mathbf{b} \tag{b}
\end{equation*}
$$

Adding and subtracting equations $(a)$ and (b), we find

$$
\mathbf{a} \cdot \mathbf{b}=\frac{1}{2}(\mathbf{a b}+\mathbf{b} \mathbf{a}) \quad \text { and } \quad \mathbf{a} \wedge \mathbf{b}=\frac{1}{2}(\mathbf{a b}-\mathbf{b} \mathbf{a}) .
$$

Two vectors $\mathbf{a}$ and $\mathbf{b}$ are parallel, $\mathbf{a} \| \mathbf{b}$, when they commute, $\mathbf{a b}=\mathbf{b a}$, that is, $\mathbf{a} \wedge \mathbf{b}=0$ or $a_{1} b_{2}=a_{2} b_{1}$, and orthogonal, $\mathbf{a} \perp \mathbf{b}$, when they anticommute, $\mathbf{a b}=-\mathbf{b a}$, that is, $\mathbf{a} \cdot \mathbf{b}=0$. Thus,

$$
\begin{aligned}
\mathbf{a b}=\mathbf{b} \mathbf{a} & \Longleftrightarrow \mathbf{a} \| \mathbf{b} \\
\mathbf{a b}=-\mathbf{b} \mathbf{a} & \Longleftrightarrow \mathbf{a} \wedge \mathbf{b}=0
\end{aligned} \Longleftrightarrow \mathbf{a} \perp \mathbf{b} \Leftrightarrow \mathbf{a}=\mathbf{a} \cdot \mathbf{b},
$$

### 1.11 Components of a vector in given directions

Consider decomposing a vector $\mathbf{r}$ into two components, one parallel to a and the other parallel to $\mathbf{b}$, where $\mathbf{a} \nmid \mathbf{b}$. This means determining the coefficients $\alpha$ and $\beta$ in the decomposition $\mathbf{r}=\alpha \mathbf{a}+\beta \mathbf{b}$. The coefficient $\alpha$ may be obtained by forming the exterior product $\mathbf{r} \wedge \mathbf{b}=(\alpha \mathbf{a}+\beta \mathbf{b}) \wedge \mathbf{b}$ and using $\mathbf{b} \wedge \mathbf{b}=0$; this results in $\mathbf{r} \wedge \mathbf{b}=\alpha(\mathbf{a} \wedge \mathbf{b})$. Similarly, $\mathbf{a} \wedge \mathbf{r}=\beta(\mathbf{a} \wedge \mathbf{b})$. In the last two equations both sides are multiples of $\mathrm{e}_{12}$ and we may write, symbolically, ${ }^{12}$

$$
\alpha=\frac{\mathbf{r} \wedge \mathbf{b}}{\mathbf{a} \wedge \mathbf{b}}, \quad \beta=\frac{\mathbf{a} \wedge \mathbf{r}}{\mathbf{a} \wedge \mathbf{b}}
$$

11 The bivector valued exterior product $\mathbf{a} \wedge \mathbf{b}=\left(a_{1} b_{2}-a_{2} b_{1}\right) \mathbf{e}_{12}$, which represents a plane area, should not be confused with the vector valued cross product $\mathbf{a} \times \mathbf{b}=\left(a_{1} b_{2}-a_{2} b_{1}\right) \mathbf{e}_{3}$, which represents a line segment.
12 As an element of the exterior algebra $\wedge \mathbb{R}^{2}$ the bivector $\mathbf{a} \wedge \mathbf{b}$ is not invertible. As an element of the Clifford algebra $\mathcal{C} \ell_{2}$ a non-zero bivector $\mathbf{a} \wedge \mathbf{b}$ is invertible, but since the multiplication in $\mathcal{C} \ell_{2}$ is non-commutative, it is more appropriate to write

$$
\alpha=(\mathbf{r} \wedge \mathbf{b})(\mathbf{a} \wedge \mathbf{b})^{-1} \quad \text { and } \quad \beta=(\mathbf{a} \wedge \mathbf{r})(\mathbf{a} \wedge \mathbf{b})^{-1}
$$

However, since $\mathbf{r} \wedge \mathbf{b}, \mathbf{a} \wedge \mathbf{r}$ and $\mathbf{a} \wedge \mathbf{b}$ commute, our notation is also acceptable.

The coefficients $\alpha$ and $\beta$ could be obtained visually by comparing the oriented areas (instead of lengths) in the following figure:


Exercise 5

### 1.12 Perpendicular projections and reflections

Let us calculate the component of $\mathbf{a}$ in the direction of $\mathbf{b}$ when the two vectors diverge by an angle $\varphi, 0<\varphi<180^{\circ}$. The parallel component $\mathbf{a}_{\|}$is a scalar multiple of the unit vector $\mathbf{b} /|\mathbf{b}|$ :

$$
\mathbf{a}_{\|}=|\mathbf{a}| \cos \varphi \frac{\mathbf{b}}{|\mathbf{b}|}=|\mathbf{a}||\mathbf{b}| \cos \varphi \frac{\mathbf{b}}{|\mathbf{b}|^{2}}
$$

In other words, the parallel component $\mathbf{a}_{\|}$is the scalar product $\mathbf{a} \cdot \mathbf{b}=$ $|\mathbf{a}||\mathbf{b}| \cos \varphi$ multiplied by the vector $\mathbf{b}^{-1}=\mathbf{b} /|\mathbf{b}|^{2}$, called the inverse ${ }^{13}$ of the vector $\mathbf{b}$. Thus,

$$
\begin{aligned}
\mathbf{a}_{\|} & =(\mathbf{a} \cdot \mathbf{b}) \frac{\mathbf{b}}{|\mathbf{b}|^{2}} \\
& =(\mathbf{a} \cdot \mathbf{b}) \mathbf{b}^{-1} .
\end{aligned}
$$



The last formula tells us that the length of $\mathbf{b}$ is irrelevant when projecting into the direction of $\mathbf{b}$.

The perpendicular component $\mathbf{a}_{\perp}$ is given by the difference

$$
\begin{aligned}
\mathbf{a}_{\perp}= & \mathbf{a}-\mathbf{a}_{\|}=\mathbf{a}-(\mathbf{a} \cdot \mathbf{b}) \mathbf{b}^{-1} \\
& =(\mathbf{a b}-\mathbf{a} \cdot \mathbf{b}) \mathbf{b}^{-1}=(\mathbf{a} \wedge \mathbf{b}) \mathbf{b}^{-1} .
\end{aligned}
$$

13 The inverse $\mathbf{b}^{-1}$ of a non-zero vector $\mathbf{b} \in \mathbb{R}^{2} \subset \mathcal{C} \ell_{2}$ satisfies $\mathbf{b}^{-1} \mathbf{b}=\mathbf{b b}^{-1}=1$ in the Clifford algebra $\mathcal{C} \ell_{2}$. A vector and its inverse are parallel vectors.

Note that the bivector $\mathbf{e}_{12}$ anticommutes with all the vectors in the $\mathbf{e}_{1} \mathbf{e}_{2}$-plane, therefore

$$
(a \wedge b) b^{-1}=-b^{-1}(a \wedge b)=b^{-1}(b \wedge a)=-(b \wedge a) b^{-1}
$$

The area of the parallelogram with sides $\mathbf{a}, \mathbf{b}$ is seen to be

$$
\left|\mathbf{a}_{\perp} \mathbf{b}\right|=|\mathbf{a} \wedge \mathbf{b}|=|\mathbf{a}||\mathbf{b}| \sin \varphi
$$

where $0<\varphi<180^{\circ}$.
The reflection of $\mathbf{r}$ across the line $\mathbf{a}$ is obtained by sending $\mathbf{r}=\mathbf{r}_{\|}+\mathbf{r}_{\perp}$ to $\mathbf{r}^{\prime}=\mathbf{r}_{\|}-\mathbf{r}_{\perp}$, where $\mathbf{r}_{\|}=(\mathbf{r} \cdot \mathbf{a}) \mathbf{a}^{-1}$. The mirror image $\mathbf{r}^{\prime}$ of $\mathbf{r}$ with respect to $\mathbf{a}$ is then

$$
\begin{aligned}
\mathbf{r}^{\prime} & =(\mathbf{r} \cdot \mathbf{a}) \mathbf{a}^{-1}-(\mathbf{r} \wedge \mathbf{a}) \mathbf{a}^{-1} \\
& =(\mathbf{r} \cdot \mathbf{a}-\mathbf{r} \wedge \mathbf{a}) \mathbf{a}^{-1} \\
& =(\mathbf{a} \cdot \mathbf{r}+\mathbf{a} \wedge \mathbf{r}) \mathbf{a}^{-1} \\
& =\mathbf{a r a}^{-1}
\end{aligned}
$$

and further

$$
\begin{aligned}
\mathbf{r}^{\prime} & =(2 \mathbf{a} \cdot \mathbf{r}-\mathbf{r a}) \mathbf{a}^{-1} \\
& =2 \frac{\mathbf{a} \cdot \mathbf{r}}{\mathbf{a}^{2}} \mathbf{a}-\mathbf{r}
\end{aligned}
$$



The formula $\mathbf{r}^{\prime}=$ ara $^{-1}$ can be obtained directly using only commutation properties of the Clifford product: decompose $\mathbf{r}=\mathbf{r}_{\|}+\mathbf{r}_{\perp}$, where $\mathbf{a r}_{\|} \mathbf{a}^{-1}=$ $\mathbf{r}_{\|} \mathbf{a a}^{-1}=\mathbf{r}_{\|}$, while $\mathbf{a r}_{\perp} \mathbf{a}^{-1}=-\mathbf{r}_{\perp} \mathbf{a a ^ { - 1 }}=-\mathbf{r}_{\perp}$.

The composition of two reflections, first across $\mathbf{a}$ and then across $\mathbf{b}$, is given by

$$
\mathbf{r} \rightarrow \mathbf{r}^{\prime}=\mathbf{a r a}^{-1} \rightarrow \mathbf{r}^{\prime \prime}=\mathbf{b r} \mathbf{b}^{-1}=\mathbf{b}\left(\mathbf{a r a}^{-1}\right) \mathbf{b}^{-1}=(\mathbf{b a}) \mathbf{r}(\mathbf{b} \mathbf{a})^{-1}
$$



The composite of these two reflections is a rotation by twice the angle between $\mathbf{a}$ and $\mathbf{b}$. As a consequence, if a triangle $A B C$ with angles $\alpha, \beta, \gamma$ is turned
about its vertices $A, B, C$ by the angles $2 \alpha, 2 \beta, 2 \gamma$ in the same direction, the result is an identity rotation.

Exercises 6,7

### 1.13 Matrix representation of $\mathcal{C} \ell_{2}$

In this chapter we have introduced the Clifford algebra $\mathcal{C} \ell_{2}$ of the Euclidean plane $\mathbb{R}^{2}$. The Clifford algebra $\mathcal{C} \ell_{2}$ is a 4-dimensional algebra over the reals $\mathbb{R}$. It is isomorphic, as an associative algebra, to the matrix algebra of real $2 \times 2$-matrices $\operatorname{Mat}(2, \mathbb{R})$, as can be seen by the correspondences

$$
\begin{aligned}
& 1 \simeq\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \\
& \mathbf{e}_{1} \simeq\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad \mathbf{e}_{2} \simeq\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \\
& \mathbf{e}_{12} \simeq\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) .
\end{aligned}
$$

However, in the Clifford algebra $\mathcal{C} \ell_{2}$ there is more structure than in the matrix algebra $\operatorname{Mat}(2, \mathbb{R})$. In the Clifford algebra $\mathcal{C} \ell_{2}$ we have singled out by definition a privileged subspace, namely the subspace of vectors or 1 -vectors $\mathbb{R}^{2} \subset \mathcal{C} \ell_{2}$. No similar privileged subspace is incorporated in the definition of the matrix algebra $\operatorname{Mat}(2, \mathbb{R}) .{ }^{14}$

For arbitrary elements the above correspondences mean that

$$
u_{0}+u_{1} \mathbf{e}_{1}+u_{2} \mathbf{e}_{2}+u_{12} \mathbf{e}_{12} \simeq\left(\begin{array}{cc}
u_{0}+u_{1} & u_{2}+u_{12} \\
u_{2}-u_{12} & u_{0}-u_{1}
\end{array}\right)
$$

and

$$
\frac{1}{2}\left[(a+d)+(a-d) \mathbf{e}_{1}+(b+c) \mathbf{e}_{2}+(b-c) \mathbf{e}_{12}\right] \simeq\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) .
$$

In this representation the transpose of a matrix,

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)^{\top}=\left(\begin{array}{ll}
a & c \\
b & d
\end{array}\right)
$$

corresponds to the reverse

$$
\tilde{u}=u_{0}+u_{1} \mathbf{e}_{1}+u_{2} \mathbf{e}_{2}-u_{12} \mathbf{e}_{12}
$$

14 For instance, we might choose $\mathbf{u}_{1}=\sqrt{2} e_{1}+e_{12}, \mathbf{u}_{2}=\mathbf{e}_{2}$. This also results in the commutation relations $\mathbf{u}_{1}^{2}=1, \mathbf{u}_{2}^{2}=1, \mathbf{u}_{1} \mathbf{u}_{2}+\mathbf{u}_{2} \mathbf{u}_{1}=0$, which define a different representation of $\mathcal{C} \ell_{2}$ as $\operatorname{Mat}(2, \mathbb{R})$.

### 1.13 Matrix representation of $\mathcal{C} \ell_{2}$

of $u=u_{0}+u_{1} \mathbf{e}_{1}+u_{2} \mathbf{e}_{2}+u_{12} \mathbf{e}_{12}$ in $\mathcal{C} \ell_{2}$. The complementary (or adjoint) matrix

$$
\left(\begin{array}{cc}
d & -b \\
-c & a
\end{array}\right)\left[=(a d-b c)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)^{-1} \quad \text { for } \quad a d-b c \neq 0\right]
$$

corresponds to the Clifford-conjugate ${ }^{15}$

$$
\bar{u}=u_{0}-u_{1} \mathbf{e}_{1}-u_{2} \mathbf{e}_{2}-u_{12} \mathbf{e}_{12}
$$

The reversion and Clifford-conjugation are anti-involutions, that is, involutory anti-automorphisms,

$$
\begin{array}{ll}
\tilde{\tilde{u}}=u, & \widetilde{u v}=\tilde{v} \tilde{u} \\
\overline{\bar{u}}=u, \quad \overline{u v}=\bar{v} \bar{u}
\end{array}
$$

We still need the grade involute

$$
\hat{u}=u_{0}-u_{1} \mathbf{e}_{1}-u_{2} \mathbf{e}_{2}+u_{12} \mathbf{e}_{12}
$$

for which $\hat{u}=\tilde{u}^{-}=\bar{u}^{\sim}$.

## Exercises

1. Let $a=\mathbf{e}_{2}-\mathbf{e}_{12}, b=\mathbf{e}_{1}+\mathbf{e}_{2}, c=1+\mathbf{e}_{2}$. Compute $a b, a c$. What did you learn by completing this computation?
2. Let $a=\mathbf{e}_{2}+\mathbf{e}_{12}, b=\frac{1}{2}\left(1+\mathbf{e}_{1}\right)$. Compute $a b, b a$. What did you learn?
3. Let $a=1+\mathbf{e}_{1}, b=-1+\mathbf{e}_{1}, c=\mathbf{e}_{1}+\mathbf{e}_{2}$. Compute $a b, b a, a c, c a, b c$ and $c b$. What did you learn?
4. Let $a=\frac{1}{2}\left(1+\mathbf{e}_{1}\right), b=\mathbf{e}_{1}+\mathbf{e}_{12}$. Compute $a^{2}, b^{2}$.
5. Let $\mathbf{a}=\mathbf{e}_{1}-2 \mathbf{e}_{2}, \mathbf{b}=\mathbf{e}_{1}+\mathbf{e}_{2}, \mathbf{r}=5 \mathbf{e}_{1}-\mathbf{e}_{2}$. Compute $\alpha, \beta$ in the decomposition $\mathbf{r}=\alpha \mathbf{a}+\beta \mathbf{b}$.
6. Let $\mathbf{a}=8 \mathbf{e}_{1}-\mathbf{e}_{2}, \mathbf{b}=2 \mathbf{e}_{1}+\mathbf{e}_{2}$. Compute $\mathbf{a}_{\|}, \mathbf{a}_{\perp}$.
7. Let $\mathbf{r}=4 \mathbf{e}_{1}-3 \mathbf{e}_{2}, \mathbf{a}=3 \mathbf{e}_{1}-\mathbf{e}_{2}, \mathbf{b}=2 \mathbf{e}_{1}+\mathbf{e}_{2}$. Reflect first $\mathbf{r}$ across $\mathbf{a}$ and then the result across $\mathbf{b}$.
8. Show that for any $u \in \mathcal{C} \ell_{2}, u \bar{u}=\bar{u} u \in \mathbb{R}$, and that $u$ is invertible, if $u \bar{u} \neq 0$, with inverse

$$
u^{-1}=\frac{\bar{u}}{u \bar{u}} .
$$

9. Let $u=1+\mathbf{e}_{1}+\mathbf{e}_{12}$. Compute $u^{-1}$. Show that
$u^{-1}=\hat{u}(u \hat{u})^{-1} \neq(u \hat{u})^{-1} \hat{u}, u^{-1}=(\hat{u} u)^{-1} \hat{u} \neq \hat{u}(\hat{u} u)^{-1}$ and $u^{-1}=\tilde{u}(u \tilde{u})^{-1} \neq(u \tilde{u})^{-1} \tilde{u}, u^{-1}=(\tilde{u} u)^{-1} \tilde{u} \neq \tilde{u}(\tilde{u} u)^{-1}$.

15 In some countries a vector $\mathbf{u}=u_{1} \mathbf{e}_{1}+u_{2} \mathbf{e}_{2} \in \mathbb{R}^{2}$ is denoted by $\bar{u}$ in handwriting, but this practice clashes with our notation for the Clifford-conjugate.
10. Consider the four anti-involutions of $\operatorname{Mat}(2, \mathbb{R})$ sending

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \text { to }\left(\begin{array}{ll}
a & c \\
b & d
\end{array}\right),\left(\begin{array}{cc}
a & -c \\
-b & d
\end{array}\right),\left(\begin{array}{ll}
d & b \\
c & a
\end{array}\right),\left(\begin{array}{cc}
d & -b \\
-c & a
\end{array}\right) .
$$

Define two anti-automorphisms $\alpha, \beta$ to be similar, if there is an intertwining automorphism $\gamma$ such that $\alpha \gamma=\gamma \beta$. Determine which ones of these four anti-involutions are similar or dissimilar to each other. Hint: keep track of what happens to the matrices

$$
\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)
$$

with squares $I, I$, and $-I$.
Remark. In completing the exercises, note that an arbitrary element of $\mathcal{C} \ell_{2}$ is most easily perceived when written in the order of increasing indices as $u_{0}+u_{1} \mathbf{e}_{1}+u_{2} \mathbf{e}_{2}+u_{12} \mathbf{e}_{12}$.

## Solutions

1. $a b=a c=1-\mathbf{e}_{1}+\mathbf{e}_{2}-\mathbf{e}_{12}$; one can learn that $a b=a c \nRightarrow b=c$.
2. $a b=0, b a=\mathbf{e}_{2}+\mathbf{e}_{12}$; one can learn that $a b=0 \nRightarrow b a=0$ (and also that $b a=a \nRightarrow b=1)$.
3. $a b=b a=0, a c=1+\mathbf{e}_{1}+\mathbf{e}_{2}+\mathbf{e}_{12}, c a=1+\mathbf{e}_{1}+\mathbf{e}_{2}-\mathbf{e}_{12}$,
$b c=1-\mathbf{e}_{1}-\mathbf{e}_{2}+\mathbf{e}_{12}, c b=1-\mathbf{e}_{1}-\mathbf{e}_{2}-\mathbf{e}_{12}$; one can learn that $a b=b a=0 \nRightarrow a c=0$ or $c a=0$.
4. $a^{2}=a, b^{2}=0$.
5. $\mathbf{r}=2 \mathbf{a}+3 \mathbf{b}$.
6. $\mathbf{a}_{\|}=6 \mathbf{e}_{1}+3 \mathbf{e}_{2}, \mathbf{a}_{\perp}=2 \mathbf{e}_{1}-4 \mathbf{e}_{2}$.
7. $\mathbf{r}^{\prime}=\mathbf{a r a}^{-1}=5 \mathbf{e}_{1}, \mathbf{r}^{\prime \prime}=\mathbf{b r}^{\prime} \mathbf{b}^{-1}=3 \mathbf{e}_{1}+4 \mathbf{e}_{2}$.
8. $u \bar{u}=\bar{u} u=u_{0}^{2}-u_{1}^{2}-u_{2}^{2}+u_{12}^{2} \in \mathbb{R}$.
9. $u^{-1}=1-\mathbf{e}_{1}-\mathbf{e}_{12}$ and $(u \hat{u})^{-1} \hat{u}=\tilde{u}(\tilde{u} u)^{-1}=1+3 \mathbf{e}_{1}-4 \mathbf{e}_{2}-5 \mathbf{e}_{12}$ and $\hat{u}(\hat{u} u)^{-1}=(u \tilde{u})^{-1} \tilde{u}=1+3 \mathbf{e}_{1}+4 \mathbf{e}_{2}-5 \mathbf{e}_{12}$.
10. Only two of the anti-involutions are similar,

$$
\alpha\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{cc}
a & -c \\
-b & d
\end{array}\right), \quad \beta\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{ll}
d & b \\
c & a
\end{array}\right),
$$

as can be seen by choosing the intertwining automorphism

$$
\gamma\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & -1 \\
1 & 1
\end{array}\right)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1 \\
-1 & 1
\end{array}\right)
$$

for which $\alpha \gamma=\gamma \beta$.

### 1.13 Matrix representation of $\mathcal{C} \ell_{2}$
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## 2

## Complex Numbers

The feature distinguishing the complex numbers from the real numbers is that the complex numbers contain a square root of -1 called the imaginary unit $i=\sqrt{-1} .{ }^{1}$ Complex numbers are of the form

$$
z=x+i y
$$

where $x, y \in \mathbb{R}$ and $i$ satisfies $i^{2}=-1$. The real numbers $x, y$ are called the real part $x=\operatorname{Re}(z)$ and the imaginary part $y=\operatorname{Im}(z)$. To each ordered pair of real numbers $x, y$ there corresponds a unique complex number $x+i y$.

A complex number $x+i y$ can be represented graphically as a point with rectangular coordinates $(x, y)$. The $x y$-plane, where the complex numbers are represented, is called the complex plane $\mathbb{C}$. Its $x$-axis is the real axis and $y$-axis the imaginary axis.

A complex number $z=x+i y$ has an opposite $-z=-x-i y$ and a complex conjugate $\bar{z}=x-i y,{ }^{2}$ obtained by changing the sign of the imaginary part.


1 Electrical engineers denote the square root of -1 by $j=\sqrt{-1}$.
2 In quantum mechanics the complex conjugate is denoted by $z^{*}=x-i y$.

The sum of two complex numbers is computed by adding separately the real parts and the imaginary parts:

$$
\left(x_{1}+i y_{1}\right)+\left(x_{2}+i y_{2}\right)=\left(x_{1}+x_{2}\right)+i\left(y_{1}+y_{2}\right)
$$

Addition of complex numbers can be illustrated by the parallelogram law of vector addition.

The product of two complex numbers is usually defined to be

$$
\left(x_{1}+i y_{1}\right)\left(x_{2}+i y_{2}\right)=x_{1} x_{2}-y_{1} y_{2}+i\left(x_{1} y_{2}+y_{1} x_{2}\right)
$$

although this result is also a consequence of distributivity, associativity and the replacement $i^{2}=-1$.
Examples. 1. $i^{3}=-i, i^{4}=1, i^{5}=i . \quad 2 . \quad(1+i)^{2}=2 i$.
The product of a complex number $z=x+i y$ and its complex conjugate $\bar{z}=x-i y$ is a real number $z \bar{z}=x^{2}+y^{2}$. Since this real number is non-zero for $z \neq 0$, we may introduce the inverse

$$
z^{-1}=\frac{\bar{z}}{z \bar{z}}
$$

or in coordinate form

$$
\frac{1}{x+i y}=\frac{x-i y}{x^{2}+y^{2}}
$$

Division is carried out as multiplication by the inverse: $z_{1} / z_{2}=z_{1} z_{2}^{-1}$.
If we introduce polar coordinates $r, \varphi$ in the complex plane by setting $x=$ $r \cos \varphi$ and $y=r \sin \varphi$, then the complex number $z=x+i y$ can be written as

$$
z=r(\cos \varphi+i \sin \varphi)
$$

This is the polar form of $z .{ }^{3}$ The distance $r=\sqrt{x^{2}+y^{2}}$ from $z$ to 0 is denoted by $|z|$ and called the norm of $z$. Thus ${ }^{4}$

$$
|z|=\sqrt{z \bar{z}}
$$

The real number $\varphi$ is called the phase-angle or argument of $z$ [sometimes all the real numbers $\varphi+2 \pi k, k \in \mathbb{Z}$, are assigned to the same phase-angle].

The familiar addition rules for the sine and cosine result in the polar form of multiplication,

$$
z_{1} z_{2}=r_{1} r_{2}\left[\cos \left(\varphi_{1}+\varphi_{2}\right)+i \sin \left(\varphi_{1}+\varphi_{2}\right)\right]
$$

[^4]of complex numbers
$$
z_{1}=r_{1}\left(\cos \varphi_{1}+i \sin \varphi_{1}\right) \quad \text { and } \quad z_{2}=r_{2}\left(\cos \varphi_{2}+i \sin \varphi_{2}\right)
$$

Thus, the norm of a product is the product of the norms,

$$
\left|z_{1} z_{2}\right|=\left|z_{1}\right|\left|z_{2}\right|
$$

and the phase-angle of a product is the sum of the phase-angles $(\bmod 2 \pi)$.
The exponential function can be defined everywhere in the complex plane by

$$
\exp (z)=1+z+\frac{z^{2}}{2}+\frac{z^{3}}{6}+\ldots+\frac{z^{k}}{k!}+\ldots
$$

We write $e^{z}=\exp (z)$. The series expansions of trigonometric functions result in Euler's formula

$$
e^{i \varphi}=\cos \varphi+i \sin \varphi
$$

which allows us to abbreviate $z=r(\cos \varphi+i \sin \varphi)$ as $z=r e^{i \varphi}$.



The exponential form of multiplication seems natural:

$$
\left(r_{1} e^{i \varphi_{1}}\right)\left(r_{2} e^{i \varphi_{2}}\right)=\left(r_{1} r_{2}\right) e^{i\left(\varphi_{1}+\varphi_{2}\right)}
$$

Powers and roots are computed as

$$
\left(r e^{i \varphi}\right)^{n}=r^{n} e^{i n \varphi} \quad \text { and } \quad \sqrt[n]{r e^{i \varphi}}=\sqrt[n]{r} e^{i \varphi / n+i 2 \pi k / n}, k \in \mathbb{Z}_{n}
$$

Examples. $(1+i)^{-1}=\frac{1}{2}(1-i), \quad \sqrt{i}= \pm \frac{1}{\sqrt{2}}(1+i), \quad e^{i \pi / 2}=i$.

### 2.1 The field $\mathbb{C}$ versus the real algebra $\mathbb{C}$

Numbers are elements of a mathematical object called a field. In a field numbers can be both added and multiplied. The usual rules of addition

$$
\begin{array}{ll}
a+b=b+a & \text { commutativity } \\
(a+b)+c=a+(b+c) & \text { associativity } \\
a+0=a & \text { zero } 0 \\
a+(-a)=0 & \text { opposite }-a \text { of } a
\end{array}
$$

are satisfied for all numbers $a, b, c$ in a field $\mathbb{F}$. The multiplication satisfies

$$
\begin{array}{ll}
\left.\begin{array}{l}
(a+b) c=a c+b c \\
a(b+c)=a b+a c
\end{array}\right\} & \text { distributivity } \\
(a b) c=a(b c) & \text { associativity } \\
1 a=a & \text { unity } 1 \\
a a^{-1}=1 & \text { inverse } a^{-1} \text { of } a \neq 0 \\
a b=b a & \text { commutativity }
\end{array}
$$

for all numbers $a, b, c$ in a field $\mathbb{F}$. The above rules of addition and multiplication make up the axioms of a field $\mathbb{F}$.

Examples of fields are the fields of real numbers $\mathbb{R}$, complex numbers $\mathbb{C}$, rationals $\mathbb{Q}$, and the finite fields $\mathbb{F}_{q}$ where $q=p^{m}$ with a prime $p{ }^{5}$

It is tempting to regard $\mathbb{R}$ as a unique subfield in $\mathbb{C}$. However, $\mathbb{C}$ contains several, infinitely many, subfields isomorphic to $\mathbb{R}$; choosing one means introducing a real linear structure on $\mathbb{C}$, obtained by restricting $a$ in the product $\mathbb{C} \times \mathbb{C} \rightarrow \mathbb{C},(a, b) \rightarrow a b$ to be real, $a \in \mathbb{R}$. Such extra structure turns the field $\mathbb{C}$ into a real algebra $\mathbb{C}$.
Definition. An algebra over a field $\mathbb{F}$ is a linear space $A$ over $\mathbb{F}$ together with a bilinear ${ }^{6}$ function $A \times A \rightarrow A,(a, b) \rightarrow a b .{ }^{7}$

To distinguish the field $\mathbb{C}$ from a real algebra $\mathbb{C}$ let us construct $\mathbb{C}$ as the set $\mathbb{R} \times \mathbb{R}$ of all ordered pairs of real numbers $z=(x, y)$ with addition and multiplication defined as

$$
\begin{aligned}
& \left(x_{1}, y_{1}\right)+\left(x_{2}, y_{2}\right)=\left(x_{1}+x_{2}, y_{1}+y_{2}\right) \quad \text { and } \\
& \left(x_{1}, y_{1}\right)\left(x_{2}, y_{2}\right)=\left(x_{1} x_{2}-y_{1} y_{2}, x_{1} y_{2}+x_{2} y_{1}\right) .
\end{aligned}
$$

The set $\mathbb{R} \times \mathbb{R}$ together with the above addition and multiplication rules makes up the field $\mathbb{C}$. The imaginary unit $(0,1)$ satisfies $(0,1)^{2}=(-1,0)$.

Since $\left(x_{1}, 0\right)+\left(x_{2}, 0\right)=\left(x_{1}+x_{2}, 0\right)$ and $\left(x_{1}, 0\right)\left(x_{2}, 0\right)=\left(x_{1} x_{2}, 0\right)$, the real field $\mathbb{R}$ is contained in $\mathbb{C}$ as a subfield by $\mathbb{R} \rightarrow \mathbb{C}, x \rightarrow(x, 0)$. If we restrict multiplication so that one factor is in this distinguished copy of $\mathbb{R}$,

$$
(\lambda, 0)(x, y)=(\lambda x, \lambda y)
$$

then we actually introduce a real linear structure on the set $\mathbb{R}^{2}=\mathbb{R} \times \mathbb{R}$. This

[^5]real linear structure allows us to view the field of complex numbers intuitively as the complex plane $\mathbb{C}$. ${ }^{8}$

The above construction of $\mathbb{C}$ as the real linear space $\mathbb{R}^{2}$ brings in more structure than just the field structure: it makes $\mathbb{C}$ an algebra over $\mathbb{R}$. ${ }^{9}$ We often identify $\mathbb{R}$ with the subfield $\{(x, 0) \mid x \in \mathbb{R}\}$ of $\mathbb{C}$, and denote the standard basis of $\mathbb{R}^{2}$ by $1=(1,0), i=(0,1)$ in $\mathbb{C}$.

A function $\alpha: \mathbb{C} \rightarrow \mathbb{C}$ is an automorphism of the field $\mathbb{C}$ if it preserves addition and multiplication,

$$
\begin{aligned}
& \alpha\left(z_{1}+z_{2}\right)=\alpha\left(z_{1}\right)+\alpha\left(z_{2}\right) \\
& \alpha\left(z_{1} z_{2}\right)=\alpha\left(z_{1}\right) \alpha\left(z_{2}\right)
\end{aligned}
$$

as well as the unity, $\alpha(1)=1$. A function $\alpha: \mathbb{C} \rightarrow \mathbb{C}$ is an automorphism of the real algebra $\mathbb{C}$ if it preserves the real linear structure and multiplication (of complex numbers),

$$
\begin{aligned}
& \alpha\left(z_{1}+z_{2}\right)=\alpha\left(z_{1}\right)+\alpha\left(z_{2}\right), \quad \alpha(\lambda z)=\lambda \alpha(z), \quad \lambda \in \mathbb{R} \\
& \alpha\left(z_{1} z_{2}\right)=\alpha\left(z_{1}\right) \alpha\left(z_{2}\right)
\end{aligned}
$$

as well as the unity, $\alpha(1)=1$.
The field $\mathbb{C}$ has an infinity of automorphisms. In contrast, the only automorphisms of the real algebra $\mathbb{C}$ are the identity automorphism and complex conjugation.

Theorem. Complex conjugation is the only field automorphism of $\mathbb{C}$ which is different from the identity but preserves a fixed subfield $\mathbb{R}$.

Proof. First, note that $\alpha(i)= \pm i$ for any field automorphism $\alpha$ of $\mathbb{C}$, since $\alpha(i)^{2}=\alpha\left(i^{2}\right)=\alpha(-1)=-1$. If $\alpha: \mathbb{C} \rightarrow \mathbb{C}$ is a field automorphism such that $\alpha(\mathbb{R}) \subset \mathbb{R}$, then $\alpha(x)=x$ for all $x \in \mathbb{R}$, because the only automorphism of the real field is the identity. It then follows that, for all $x+i y$ with $x, y \in \mathbb{R}$,

$$
\alpha(x+i y)=\alpha(x)+\alpha(i) \alpha(y)=x+\alpha(i) y
$$

where $\alpha(i)= \pm i$. The case $\alpha(i)=i$ gives the identity automorphism, and the case $\alpha(i)=-i$ gives complex conjugation.
The other automorphisms of the field $\mathbb{C}$ send a real subfield $\mathbb{R}$ onto an isomorphic copy of $\mathbb{R}$, which is necessarily different from the original subfield $\mathbb{R}$. However, any field automorphism of $\mathbb{C}$ fixes point-wise the rational subfield $\mathbb{Q}$.

[^6]Example. It is known that there is a field automorphism of $\mathbb{C}$ sending $\sqrt{2}$ to $-\sqrt{2}$ and $\sqrt[4]{2}$ to $i \sqrt[4]{2}$, but no one has been able to construct such an automorphism explicitly since its existence proof calls for the axiom of choice.

If a field automorphism of $\mathbb{C}$ is neither the identity nor a complex conjugation, then it sends some irrational numbers outside $\mathbb{R}$, and permutes an infinity of subfields all isomorphic with $\mathbb{R}$. Related to each real subfield there is a unique complex conjugation across that subfield, and all such automorphisms of finite order are complex conjugations for some real subfield. The image $\alpha(\mathbb{R})$ under such an automorphism $\alpha$ of a distinguished real subfield $\mathbb{R}$ is dense in $\mathbb{C}$ [in the topology of the metric $|z|=\sqrt{z \bar{z}}$ given by the complex conjugation across $\mathbb{R}]$. This can be seen as follows: An automorphism $\alpha$ must satisfy $\alpha(r x)=r \alpha(x)$ when $r \in \mathbb{Q}$. So if there is an irrational $x \in \mathbb{R}$ with $t=\alpha(x) \notin \mathbb{R}$, and necessarily $t \notin \mathbb{Q}+i \mathbb{Q}$, the image $\alpha(\mathbb{R})$ of $\mathbb{R}$ contains all numbers of the form $\alpha(r+s x)=r+s t$ with $r, s \in \mathbb{Q}$. This is a dense set in $\mathbb{C}$.

The above discussion indicates that there is no unique complex conjugation in the field of complex numbers, and that the field structure of $\mathbb{C}$ does not fix by itself the subfield $\mathbb{R}$ of $\mathbb{C}$. The field injection $\mathbb{R} \rightarrow \mathbb{C}$ is an extra piece of structure added on top of the field $\mathbb{C}$. If a privileged real subfield $\mathbb{R}$ is singled out in $\mathbb{C}$, it brings along a real linear structure on $\mathbb{C}$, and a unique complex conjugation across $\mathbb{R}$, which then naturally imports a metric structure to $\mathbb{C}$.

Our main interest in complex numbers in this book is $\mathbb{C}$ as a real algebra, not so much as a field.

### 2.2 The double-ring ${ }^{2} \mathbb{R}$ of $\mathbb{R}$

There is more than one interesting bilinear product (or algebra structure) on the linear space $\mathbb{R}^{2}$. For instance, component-wise multiplication

$$
\left(x_{1}, y_{1}\right)\left(x_{2}, y_{2}\right)=\left(x_{1} x_{2}, y_{1} y_{2}\right)
$$

results in the double-ring ${ }^{2} \mathbb{R}$ of $\mathbb{R}$. The only automorphisms of the real algebra ${ }^{2} \mathbb{R}$ are the identity and the swap

$$
{ }^{2} \mathbb{R} \rightarrow{ }^{2} \mathbb{R},(\lambda, \mu) \rightarrow \operatorname{swap}(\lambda, \mu)=(\mu, \lambda)
$$

The swap acts like the complex conjugation of $\mathbb{C}$, since

$$
\operatorname{swap}[a(1,1)+b(1,-1)]=a(1,1)-b(1,-1) .
$$

The multiplicative unity $1=(1,1)$ and the reflected element $j=(1,-1)$ are now related by $j^{2}=1$.

Alternatively and equivalently we may consider pairs of real numbers $(a, b) \in$ $\mathbb{R}^{2}$ as Study numbers

$$
a+j b, \quad j^{2}=1, j \neq 1
$$

Study numbers have Study conjugate $(a+j b)^{-}=a-j b$, Lorentz squared norm $(a+j b)(a-j b)=a^{2}-b^{2}$, and the hyperbolic polar form $a+j b=$ $\rho(\cosh \chi+j \sinh \chi)$ for $a^{2}-b^{2} \geq 0$. ${ }^{10}$ In products Lorentz squared norms are preserved and hyperbolic angles added. Study numbers have the matrix representation

$$
a+j b \simeq\left(\begin{array}{ll}
a & b \\
b & a
\end{array}\right) .
$$

Exercise 4

### 2.3 Representation by means of real $2 \times 2$-matrices

Complex numbers were constructed as ordered pairs of real numbers. Thus we can replace

$$
z=x+i y \text { in } \mathbb{C} \text { by }\binom{x}{y} \text { in } \mathbb{R}^{2}
$$

making explicit the real linear structure on $\mathbb{C}$. The product of two complex numbers $c=a+i b$ and $z$,

$$
c z=a x-b y+i(b x+a y)
$$

can be replaced by / factored as

$$
\binom{a x-b y}{b x+a y}=\left(\begin{array}{cc}
a & -b \\
b & a
\end{array}\right)\binom{x}{y}=\left(\begin{array}{cc}
a & -b \\
b & a
\end{array}\right)\left(\begin{array}{cc}
x & -y \\
y & x
\end{array}\right)\binom{1}{0} .
$$

One is thus led to consider representing complex numbers by certain real $2 \times 2$ matrices in $\operatorname{Mat}(2, \mathbb{R}):{ }^{11}$

$$
\mathbb{C} \rightarrow \operatorname{Mat}(2, \mathbb{R}), \quad a+i b \rightarrow\left(\begin{array}{cc}
a & -b \\
b & a
\end{array}\right)
$$

10 The linear space $\mathbb{R}^{2}$ endowed with an indefinite quadratic form $(a, b) \rightarrow a^{2}-b^{2}$ is the hyperbolic quadratic space $\mathbb{R}^{1,1}$. The Clifford algebra of $\mathbb{R}^{1,1}$ is $\mathcal{C} \ell_{1,1}$ which has Study numbers as the even subalgebra $\mathcal{C} \ell_{1,1}^{+}$.
11 In this matrix representation, the complex conjugate of a complex number becomes the transpose of the matrix and the (squared) norm becomes the determinant. The norm is preserved under similarity transformations, but 'transposition = complex conjugation' is only preserved under similarities by orthogonal matrices.

The multiplicative unity 1 and the imaginary unit $i$ in $\mathbb{C}$ are represented by the matrices

$$
I=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \quad \text { and } \quad J=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)
$$

However, this is not the only linear representation of $\mathbb{C}$ in $\operatorname{Mat}(2, \mathbb{R})$. A similarity transformation by an invertible matrix $U$, $\operatorname{det} U \neq 0$, sends the representative of the imaginary unit $J$ to another 'imaginary unit' $J^{\prime}=U J U^{-1}$ in $\operatorname{Mat}(2, \mathbb{R})$.
Example. Choosing $U=\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$, we find $J^{\prime}=\left(\begin{array}{ll}1 & -2 \\ 1 & -1\end{array}\right)$, and the matrix representation $x+i y \rightarrow\left(\begin{array}{cc}x+y & -2 y \\ y & x-y\end{array}\right)$.

## Geometric Interpretation of $i=\sqrt{-1}$

In the rest of this chapter we shall study introduction of complex numbers by means of the Clifford algebra $\mathcal{C} \ell_{2}$ of the Euclidean plane $\mathbb{R}^{2}$. This approach gives the imaginary unit $i=\sqrt{-1}$ various geometrical meanings. We will see that $i$ represents
(i) an oriented plane area in $\mathbb{R}^{2}$,
(ii) a quarter turn of $\mathbb{R}^{2}$.

The Euclidean plane $\mathbb{R}^{2}$ has a quadratic form

$$
\mathbf{r}=x \mathbf{e}_{1}+y \mathbf{e}_{2} \rightarrow|\mathbf{r}|^{2}=x^{2}+y^{2} .
$$

We introduce an associative product of vectors such that

$$
\mathbf{r}^{2}=|\mathbf{r}|^{2} \quad \text { or } \quad\left(x \mathbf{e}_{1}+y \mathbf{e}_{2}\right)^{2}=x^{2}+y^{2}
$$

Using distributivity this results in the multiplication rules

$$
\mathbf{e}_{1}^{2}=\mathbf{e}_{2}^{2}=1, \quad \mathbf{e}_{1} \mathbf{e}_{2}=-\mathbf{e}_{2} \mathbf{e}_{1} .
$$

The element $\mathbf{e}_{1} \mathbf{e}_{2}$ satisfies

$$
\left(\mathbf{e}_{1} \mathbf{e}_{2}\right)^{2}=-1
$$

and therefore cannot be a scalar or a vector. It is an example of a bivector, the unit bivector. Denote it for short by $\mathbf{e}_{12}=\mathbf{e}_{1} \mathbf{e}_{2}$.

## $2.4 \mathbb{C}$ as the even Clifford algebra $\mathcal{C}_{2}^{+}$

The Clifford algebra $\mathcal{C} \ell_{2}$ is a 4-dimensional real algebra with a basis $\left\{1, \mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{12}\right\}$. The basis elements obey the multiplication table

|  | $\mathbf{e}_{1}$ | $\mathbf{e}_{2}$ | $\mathbf{e}_{12}$ |
| :---: | :---: | :---: | :---: |
| $\mathbf{e}_{1}$ | 1 | $\mathbf{e}_{12}$ | $\mathbf{e}_{2}$ |
| $\mathbf{e}_{2}$ | $-\mathbf{e}_{12}$ | 1 | $-\mathbf{e}_{1}$ |
| $\mathbf{e}_{12}$ | $-\mathbf{e}_{2}$ | $\mathbf{e}_{1}$ | -1 |

The basis elements span the subspaces consisting of ${ }^{12}$

$$
\begin{array}{rcl}
1 & \mathbb{R} & \text { scalars } \\
\mathbf{e}_{1}, \mathbf{e}_{2} & \mathbb{R}^{2} & \text { vectors } \\
\mathbf{e}_{12} & \bigwedge^{2} \mathbb{R}^{2} & \text { bivectors. }
\end{array}
$$

Thus, the Clifford algebra $\mathcal{C} \ell_{2}$ contains copies of $\mathbb{R}$ and $\mathbb{R}^{2}$, and it is a direct sum of its subspaces of elements of degrees $0,1,2$ :

$$
\mathcal{C} \ell_{2}=\mathbb{R} \oplus \mathbb{R}^{2} \oplus \bigwedge^{2} \mathbb{R}^{2}
$$

The Clifford algebra is also a direct sum $\mathcal{C} \ell_{2}=\mathcal{C} \ell_{2}^{+} \oplus \mathcal{C} \ell_{2}^{-}$of its

$$
\begin{aligned}
\text { even part } & \mathcal{C} \ell_{2}^{+}=\mathbb{R} \oplus \bigwedge^{2} \mathbb{R}^{2} \\
\text { odd part } & \mathcal{C} \ell_{2}^{-}=\mathbb{R}^{2}
\end{aligned}
$$

The even part is not only a subspace but also a subalgebra. It consists of elements of the form $x+y \mathbf{e}_{12}$ where $x, y \in \mathbb{R}$ and $\mathbf{e}_{12}^{2}=-1$. Thus, the even subalgebra $\mathcal{C} \ell_{2}^{+}=\mathbb{R} \oplus \bigwedge^{2} \mathbb{R}^{2}$ of $\mathcal{C} \ell_{2}$ is isomorphic to $\mathbb{C}$. The unit bivector $\mathbf{e}_{12}$ shares the basic property of the square root $i$ of -1 , that is $i^{2}=-1$, and we could write $i=\mathbf{e}_{12}$. It should be noted, however, that our imaginary unit $\mathbf{e}_{12}$ anticommutes with $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$ and thus $\mathbf{e}_{12}$ anticommutes with every vector in the $\mathbf{e}_{1} \mathbf{e}_{2}$-plane: ${ }^{13}$

$$
\mathbf{r e}_{12}=-\mathbf{e}_{12} \mathbf{r} \text { for } \mathbf{r}=x \mathbf{e}_{1}+y \mathbf{e}_{2} \quad \text { and } \quad \mathbf{e}_{12}=\mathbf{e}_{1} \mathbf{e}_{2} .
$$

12 In higher dimensions the Clifford algebra $\mathcal{C} \ell_{n}$ of $\mathbb{R}^{n}$ is a sum of its subspaces of $k$-vectors: $\mathcal{C} \ell_{n}=\mathbb{R} \oplus \mathbb{R}^{n} \oplus \Lambda^{2} \mathbb{R}^{n} \oplus \ldots \oplus \Lambda^{n} \mathbb{R}^{n}$.
13 In a complex linear space, or complex algebra, where scalars are complex numbers, the imaginary unit commutes with all the vectors, $i r=r i$.


### 2.5 Imaginary unit $=$ the unit bivector

Multiplying the vector $\mathbf{r}=x \mathbf{e}_{1}+y \mathbf{e}_{2}$ by the unit bivector $\mathbf{e}_{12}$ gives another vector $\mathbf{r e}_{12}=x \mathbf{e}_{2}-y \mathbf{e}_{1}$ which is perpendicular to $\mathbf{r}$. The function $\mathbf{r} \rightarrow \mathbf{r e}_{12}$ is a left turn, and the effect of two left turns $\left[\mathbf{e}_{12} \cdot \mathbf{e}_{12}\right.$ ] is to reverse direction [ -1$]$; or, in a more picturesque way, is a $U$-turn. The statement ' $\mathrm{e}_{12}^{2}=-1$ ' is just an arithmetic version of the obvious geometric fact that the sum of two right angles, $90^{\circ}+90^{\circ}$, is a straight angle, $180^{\circ}$. In the vector plane $\mathbb{R}^{2}$ the sense of rotation depends on what side the vector $\mathbf{r}=x \mathbf{e}_{1}+y \mathbf{e}_{2}$ is multiplied by $\mathbf{e}_{12}$ so that the rotation $\mathbf{r} \rightarrow \mathbf{e}_{12} \mathbf{r}=y \mathbf{e}_{1}-x \mathbf{e}_{2}$ is clockwise and $\mathbf{r} \rightarrow \mathbf{r e}_{12}=-y \mathbf{e}_{1}+x \mathbf{e}_{2}$ is counter-clockwise.

In the complex plane $\mathbb{C}=\mathbb{R} \oplus \bigwedge^{2} \mathbb{R}^{2}$ both the rotations sending $z=x+y \mathbf{e}_{12}$ to $\mathbf{e}_{12} z$ and $z \mathbf{e}_{12}$ are counter-clockwise. Multiplying a complex number $z=$ $x+y \mathbf{e}_{12}$ by the unit bivector $\mathbf{e}_{12}$ results in a left turn, $z \mathbf{e}_{12}=-y+x \mathbf{e}_{12}$, and the effect of two left turns $\left[\mathbf{e}_{12} \cdot \mathbf{e}_{12}\right]$ is direction reversal $[-1]$; that is a half-turn in the complex plane $\mathbb{C}$ :


The square root of -1 has two distinct geometric roles in $\mathbb{R}^{2}$ : it is the generator of rotations, $i=\mathbf{e}_{1} \mathbf{e}_{2} \in \mathcal{C} \ell_{2}^{+}$, and it represents a unit oriented plane area $\mathbf{e}_{1} \wedge \mathbf{e}_{2} \in \bigwedge^{2} \mathbb{R}^{2}$. ${ }^{14}$

A complex number $z=x+y \mathbf{e}_{12} \in \mathbb{R} \oplus \bigwedge^{2} \mathbb{R}^{2}$ is a sum of

- a real number $x=\operatorname{Re}(z)$ and
- a bivector $y \mathbf{e}_{12}=\mathbf{e}_{12} \operatorname{Im}(z)$.

[^7]
### 2.6 Even and odd parts

The Clifford algebra $\mathcal{C} \ell_{2}$ of $\mathbb{R}^{2}$ contains both the complex plane $\mathbb{C}$ and the vector plane $\mathbb{R}^{2}$ so that

$$
\begin{array}{ll}
\mathbb{R}^{2} & \text { is spanned by } \mathbf{e}_{1} \text { and } \mathbf{e}_{2}, \\
\mathbb{C} & \text { is spanned by } 1 \text { and } \mathbf{e}_{12} .
\end{array}
$$

The only common point of the two planes is the zero 0 . The two planes are both parts of the same algebra $\mathcal{C} \ell_{2}$. The vector plane $\mathbb{R}^{2}$ and the complex field $\mathbb{C}$ are incorporated as separate substructures in the Clifford algebra $\mathcal{C} \ell_{2}=\mathcal{C} \ell_{2}^{+} \oplus \mathcal{C} \ell_{2}^{-}$ so that the complex plane $\mathbb{C}$ is the even part $\mathcal{C} \ell_{2}^{+}$and the vector plane $\mathbb{R}^{2}$ is the odd part $\mathcal{C} \ell_{2}^{-}$.


Vector plane $\mathbb{R}^{2}=\mathcal{C} \ell_{2}^{-}$


Complex plane $\mathbb{C}=\mathcal{C} \ell_{2}^{+}$

The names even and odd mean that the elements are products of an even or odd number of vectors. Parity considerations show that

- complex number times complex number is a complex number,
- vector times complex number is a vector,
- complex number times vector is a vector, and
- vector times vector is a complex number.

The above observations can be expressed by the inclusions

$$
\begin{aligned}
& \mathcal{C} \ell_{2}^{+} \mathcal{C} \ell_{2}^{+} \subset \mathcal{C} \ell_{2}^{+}, \\
& \mathcal{C} \ell_{2}^{-} \mathcal{C} \ell_{2}^{+} \subset \mathcal{C} \ell_{2}^{-}, \\
& \mathcal{C} \ell_{2}^{+} \mathcal{C} \ell_{2}^{-} \subset \mathcal{C} \ell_{2}^{-}, \\
& \mathcal{C} \ell_{2}^{-} \mathcal{C} \ell_{2}^{-} \subset \mathcal{C} \ell_{2}^{+} .
\end{aligned}
$$

By writing $\left(\mathcal{C} \ell_{2}\right)_{0}=\mathcal{C} \ell_{2}^{+}$and $\left(\mathcal{C} \ell_{2}\right)_{1}=\mathcal{C} \ell_{2}^{-}$, this can be further condensed to $\left(\mathcal{C} \ell_{2}\right)_{j}\left(\mathcal{C} \ell_{2}\right)_{k} \subset\left(\mathcal{C} \ell_{2}\right)_{j+k}$, where $j, k$ are added modulo 2 . These observations are expressed by saying that the Clifford algebra $\mathcal{C} \ell_{2}$ has an even-odd grading or that it is graded over $\mathbb{Z}_{2}=\{0,1\}$. ${ }^{15}$

15 We have already met a $\mathbb{Z}_{2}$-graded algebra, namely the real algebra $\mathbb{C}=\mathbb{R} \oplus i \mathbb{R}$ with even part $\mathbb{R}=\operatorname{Re}(\mathbb{C})$ and odd part $i \mathbb{R}=i \operatorname{Im}(\mathbb{C})$.

### 2.7 Involutions and the norm

The Clifford algebra $\mathcal{C} \ell_{2}$ has three involutions similar to complex conjugation in $\mathbb{C}$. For an element $u=\langle u\rangle_{0}+\langle u\rangle_{1}+\langle u\rangle_{2} \in \mathcal{C} \ell_{2},\langle u\rangle_{k} \in \bigwedge^{k} \mathbb{R}^{2}$, we define

$$
\begin{array}{ll}
\text { grade involution } & \hat{u}=\langle u\rangle_{0}-\langle u\rangle_{1}+\langle u\rangle_{2}, \\
\text { reversion } & \tilde{u}=\langle u\rangle_{0}+\langle u\rangle_{1}-\langle u\rangle_{2}, \\
\text { Clifford-conjugation } & \bar{u}=\langle u\rangle_{0}-\langle u\rangle_{1}-\langle u\rangle_{2} .
\end{array}
$$

The grade involution is an automorphism, $\widehat{u v}=\hat{u} \hat{v}$, while the reversion and the Clifford-conjugation are anti-automorphisms, $\widetilde{u v}=\tilde{v} \tilde{u}, \overline{u v}=\bar{v} \bar{u}$.

For a complex number $z=x+y \mathbf{e}_{12}$ the complex conjugation $z \rightarrow \bar{z}=$ $x-y \mathbf{e}_{12}$ is a restriction of the Clifford-conjugation $u \rightarrow \bar{u}$ in $\mathcal{C} \ell_{2}$ and also of the reversion $u \rightarrow \tilde{u}$ in $\mathcal{C} \ell_{2}$. Likewise, the norm $|z|=\sqrt{x^{2}+y^{2}}$ in $\mathbb{C}$, obtained as the square root of $z \bar{z}=x^{2}+y^{2}$, is a restriction of the norm $|u|=\sqrt{\langle u \tilde{u}\rangle_{0}}$ in $\mathcal{C} \ell_{2}$.

A complex number is a product of its norm $r=|z|$ and its phase-factor $\cos \varphi+\mathbf{e}_{12} \sin \varphi$, where $x=r \cos \varphi$ and $y=r \sin \varphi$. The expression $z=$ $r\left(\cos \varphi+\mathbf{e}_{12} \sin \varphi\right)$ can be abbreviated as $z=r \exp \left(\mathbf{e}_{12} \varphi\right)$, and read as ' $r$ in phase $\varphi$.'

### 2.8 Vectors multiplied by complex numbers



The product of a vector $\mathbf{r}=x \mathbf{e}_{1}+y \mathbf{e}_{2}$ and a unit complex number $e^{\mathbf{i} \varphi}=$ $\cos \varphi+i \sin \varphi$, where for short $\mathbf{i}=\mathbf{e}_{12}$, is another vector in the $\mathbf{e}_{1} \mathbf{e}_{2}$-plane:

$$
\mathbf{r} \cos \varphi+\mathbf{r i} \sin \varphi=\mathbf{r} e^{\mathbf{i} \varphi} . \sqrt{~}
$$

The vector $\mathbf{r i}=x \mathbf{e}_{2}-y \mathbf{e}_{1}$ is perpendicular to $\mathbf{r}$ so that a rotation to the left by $\pi / 2$ carries $\mathbf{r}$ to $\mathbf{r i}$.

Since the unit bivector $\mathbf{i}$ anticommutes with every vector $\mathbf{r}$ in the $\mathbf{e}_{1} \mathbf{e}_{2}$ plane, the rotated vector could also be expressed as

$$
\mathbf{r} \cos \varphi+\mathbf{r i} \sin \varphi=\mathbf{r} \cos \varphi-\mathbf{i r} \sin \varphi=e^{-\mathbf{i} \varphi} \mathbf{r}
$$

Furthermore, we have $\cos \varphi+\mathbf{i} \sin \varphi=\left(\cos \frac{\varphi}{2}+\mathbf{i} \sin \frac{\varphi}{2}\right)^{2}$ and thus the rotated vector also has the form $s^{-1} \mathbf{r} s$ where $s=e^{\mathbf{i} \varphi / 2}$ and $s^{-1}=e^{-\mathbf{i} \varphi / 2}$. The rotation of $\mathbf{r}$ to the left by the angle $\varphi$ will then result in $\mathbf{r} z=z^{-1} \mathbf{r}=s^{-1} \mathbf{r} s$ where $z=e^{\mathbf{i} \varphi}, z^{-1}=e^{-\mathrm{i} \varphi}$ and $s^{2}=z$. There are two complex numbers $s$ and $-s$ which result in the same rotation $s^{-1} \mathbf{r} s=(-s)^{-1} \mathbf{r}(-s)$. In other words, there are two complex numbers which produce the same final result but via different actions.

$$
\begin{aligned}
& s=e^{\mathbf{i} \varphi / 2} \\
& -s=e^{-\mathbf{i}(2 \pi-\varphi) / 2}=e^{\mathbf{i} \varphi / 2} e^{-\mathbf{i} \pi}
\end{aligned}
$$

$$
e^{i \pi}=-1
$$



### 2.9 The group Spin(2)

The unit complex numbers $z \in \mathbb{C},|z|=1$, form the unit circle $S^{1}=\{z \in$ $\mathbb{C}||z|=1\}$, which with multiplication of complex numbers as the product becomes the unitary group $U(1)=\{z \in \mathbb{C} \mid z \bar{z}=1\}$. A counter-clockwise rotation of the complex plane $\mathbb{C}$ by an angle $\varphi$ can be represented by complex number multiplication:

$$
x+i y \rightarrow(\cos \varphi+i \sin \varphi)(x+i y), \quad \cos \varphi+i \sin \varphi \in U(1)
$$

A counter-clockwise rotation of the vector plane $\mathbb{R}^{2}$ by an angle $\varphi$ can be represented by a matrix multiplication:

$$
\binom{x}{y} \rightarrow\left(\begin{array}{cc}
\cos \varphi & -\sin \varphi \\
\sin \varphi & \cos \varphi
\end{array}\right)\binom{x}{y}, \quad\left(\begin{array}{cc}
\cos \varphi & -\sin \varphi \\
\sin \varphi & \cos \varphi
\end{array}\right) \in S O(2)
$$

where $S O(2)=\left\{R \in \operatorname{Mat}(2, \mathbb{R}) \mid R^{\top} R=I\right.$, $\left.\operatorname{det} R=1\right\}$, the rotation group. The rotation group $S O(2)$ is isomorphic to the unitary group $U(1)$.

Rotations of $\mathbb{R}^{2}$ can also be represented by Clifford multiplication: ${ }^{16}$

$$
x \mathbf{e}_{1}+y \mathbf{e}_{2} \rightarrow\left(\cos \frac{\varphi}{2}+\mathbf{e}_{12} \sin \frac{\varphi}{2}\right)^{-1}\left(x \mathbf{e}_{1}+y \mathbf{e}_{2}\right)\left(\cos \frac{\varphi}{2}+\mathbf{e}_{12} \sin \frac{\varphi}{2}\right)
$$

where $\cos \frac{\varphi}{2}+\mathbf{e}_{12} \sin \frac{\varphi}{2} \in \operatorname{Spin}(2)=\left\{s \in \mathcal{C} \ell_{2}^{+} \mid s \bar{s}=1\right\}$, the spin group. The fact that two opposite elements of the spin group Spin(2) represent the same rotation in $S O(2)$ is expressed by saying that $\operatorname{Spin}(2)$ is a two-fold ${ }^{17}$ cover of $S O(2)$, and written as $\operatorname{Spin}(2) /\{ \pm 1\} \simeq S O(2)$. Although $S O(2)$ and $\operatorname{Spin}(2)$ act differently on $\mathbb{R}^{2}$, they are isomorphic as abstract groups, that is,

16 We use this particular form to represent the rotation because the expression $x e_{1}+y e_{2} \rightarrow$ $\left(\cos \frac{\varphi}{2}+\mathrm{e}_{12} \sin \frac{\varphi}{2}\right)^{-1}\left(x \mathrm{e}_{1}+y \mathrm{e}_{2}\right)\left(\cos \frac{\varphi}{2}+\mathrm{e}_{12} \sin \frac{\varphi}{2}\right)$ can be generalized to higher dimensions. The expression $x \mathrm{e}_{1}+y \mathrm{e}_{2} \rightarrow\left(x \mathrm{e}_{1}+y \mathrm{e}_{2}\right)\left(\cos \varphi+\mathrm{e}_{12} \sin \varphi\right)$ is not generalizable to higherdimensional rotations.
17 You are already familiar with two-fold covers: 1. A position of the hands of your watch corresponds to two positions of the Sun. 2. A rotating mirror turns half the angle of the image. 3. Circulating a coin one full turn around another makes the coin turn twice around its center.
$\operatorname{Spin}(2) \simeq S O(2) .{ }^{18}$
Exercise 6

## History

Imaginary numbers first appeared around 1540, when Tartaglia and Cardano expressed real roots of a cubic equation in terms of conjugate complex numbers. The first one to represent complex numbers by points on a plane was a Norwegian surveyor, Caspar Wessel, in 1798. He posited an imaginary axis perpendicular to the axis of real numbers. This configuration came to be known as the Argand diagram, although Argand's contribution was an interpretation of $i=\sqrt{-1}$ as a rotation by a right angle in the plane. Complex numbers got their name from Gauss, and their formal definition as pairs of real numbers is due to Hamilton in 1833 (first published 1837).

## Exercises

1. $(3+4 i)^{-1}, \sqrt{3+4 i}, \sqrt[4]{-4}, \sqrt[3]{-i}, \log (-1+i)$.
2. Let $z_{k}=e^{i 2 \pi k / n}, k=1,2, \ldots, n-1$. Compute $\left(1-z_{1}\right)\left(1-z_{2}\right) \cdots\left(1-z_{n-1}\right)$.
3. An ordering of a field $\mathbb{F}$ is an assignment of a subset $P \subset \mathbb{F}$ such that
(i) $0 \notin P$,
(ii) for all non-zero $a \in \mathbb{F}$ either $a \in P$ or $-a \in P$, but not both,
(iii) $a+b \in P$ and $a b \in P$ for all $a, b \in P$.

It is customary to call $P$ the set of positive numbers, and the set $-P=\{-a \mid a \in P\}$ the set of negative numbers. The statement $a-b \in P$ is also written $a>b$ (and $a-b \in P \cup\{0\}$ is written $a \geq b$ ). Show that the field $\mathbb{C}$ cannot be ordered.
4. Two automorphisms $\alpha, \beta$ of an algebra are similar if there exists an intertwining automorphism $\gamma$ such that $\alpha \gamma=\gamma \beta$. The identity automorphism is similar only to itself.
a) Show that the two involutions of the real algebra $\mathbb{C}$ are dissimilar, and that the two involutions of the real algebra ${ }^{2} \mathbb{R}$ are dissimilar.
b) Show that the two involutions $\alpha(\lambda, \mu)=(\mu, \lambda)$ and $\beta(\lambda, \mu)=(\bar{\mu}, \bar{\lambda})$ are similar involutions of the real or complex algebra ${ }^{2} \mathbb{C}$ [that is, find an intertwining automorphism $\gamma$ of ${ }^{2} \mathbb{C}$ such that $\alpha \gamma=\gamma \beta$ ].
5. A rotation is called rational if it sends a vector with rational coordinates to
another vector with rational coordinates. Determine all the rational rotations of $\mathbb{R}^{2}$. Hint: $R \in S O(2) \backslash\{-I\}$ can be written in the form $R=(I+A)(I-A)^{-1}$ where $A^{\top}=-A$.
6. Write $\tilde{u}=\langle u\rangle_{0}+\langle u\rangle_{1}-\langle u\rangle_{2}$ for $u=\langle u\rangle_{0}+\langle u\rangle_{1}+\langle u\rangle_{2} \in \mathcal{C} \ell_{2}$, $\langle u\rangle_{k} \in \bigwedge^{k} \mathbb{R}^{2}$. Let $\operatorname{Pin}(2)=\left\{u \in \mathcal{C} \ell_{2} \mid \tilde{u} u=1\right\}$, $\mathbb{R}^{2} \rightarrow \mathbb{R}^{2}, \mathbf{x} \rightarrow R(\mathbf{x})=u \mathbf{x} u^{-1}$, and $O(2)=\left\{R \in \operatorname{Mat}(2, \mathbb{R}) \mid R^{\top} R=I\right\}$. Show that $\operatorname{Pin}(2) /\{ \pm 1\} \simeq O(2)$ and $\operatorname{Pin}(2) \simeq O(2)$.
7. Show that a 2 -dimensional real algebra with unity 1 is both commutative and associative. Hint: First show that there is a basis $\{1, a\}$ such that $a^{2}=\alpha 1, \alpha \in \mathbb{R}$.
8. Show that a 2 -dimensional real algebra with unity 1 and no zero-divisors [ $a b=0$ implies $a=0$ or $b=0$ ] is isomorphic to $\mathbb{C}$.

## Solutions

1. $\frac{1}{5}(3-4 i), \pm(2+i), \pm 1 \pm i, \sqrt[3]{-i}=\left\{i, \pm \frac{\sqrt{3}}{2}-i \frac{1}{2}\right\}$, $\log (-1+i)=\frac{1}{2} \log 2+i \frac{3 \pi}{4}+i 2 \pi k$.
2. Note that the roots of $x^{n}-1=0$ are $z_{k}=e^{i 2 \pi k / n}, k=0,1, \ldots, n-1$. Therefore $\left(x-z_{0}\right)\left(x-z_{1}\right)\left(x-z_{2}\right) \cdots\left(x-z_{n-1}\right)=x^{n}-1$. Define $f(x)=\left(x-z_{1}\right)\left(x-z_{2}\right) \cdots\left(x-z_{n-1}\right)$ which equals

$$
f(x)=\frac{x^{n}-1}{x-1} \quad \text { for } \quad x \neq 1
$$

and $f(x)=x^{n-1}+\ldots+x+1$ in general. Compute $f(1)=n$.
3. In an ordered field non-zero numbers have positive squares, and the sum of such squares is positive, and therefore non-zero. The equality $i^{2}+1=0$ in $\mathbb{C}$ can also be written as $i^{2}+1^{2}=0$, which excludes the inequality $i^{2}+1^{2}>0$. Consequently, it is impossible to order the field $\mathbb{C}$.
4. b) Choose $\gamma(\lambda, \mu)=(\bar{\lambda}, \mu)$ or $\gamma(\lambda, \mu)=(\lambda, \bar{\mu})$ to find $\alpha \gamma=\gamma \beta$.
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## 3

## Bivectors and the Exterior Algebra

There are other kinds of directed quantities besides vectors, most notably bivectors. For instance, a moment of a force, angular velocity of a rotating body, and magnetic induction can be described with bivectors. In three dimensions bivectors are dual to vectors, and their use can be circumvented. Scalars, vectors, bivectors and the volume element span the exterior algebra $\wedge \mathbb{R}^{3}$, which provides a multivector structure for the Clifford algebra $\mathcal{C} \ell_{3}$ of the Euclidean space $\mathbb{R}^{3}$.

### 3.1 Bivectors as directed plane segments

In three dimensions bivectors are oriented plane segments, which have a direction and a magnitude, the area of the plane segment. Two bivectors have the same direction if they are on parallel planes (the same attitude) and are similarly oriented (the same sense of rotation).

Vector (directed line segment)


1. magnitude (length of $P Q$ )
2. direction

- attitude (line $P Q$ )
- orientation (toward the point $Q$ )

Bivector (directed plane segment)


1. magnitude (area of $O P Q R$ )
2. direction

- attitude (plane $O P Q$ )
- orientation (sense of rotation)

Bivectors are denoted by boldface capital letters $\mathbf{A}, \mathbf{B}$, etc. ${ }^{1}$ The area or norm of a bivector $\mathbf{A}$ is denoted by $|\mathbf{A}|$. Two bivectors $\mathbf{A}$ and $\mathbf{B}$ in parallel planes have the same attitude, and we write $\mathbf{A} \| \mathbf{B}$. Parallel bivectors $\mathbf{A}$ and $\mathbf{B}$ can be regarded as directed angles turning either the same way, $\mathbf{A} \uparrow \uparrow \mathbf{B}$, or the opposite way, $\mathbf{A} \uparrow \downarrow \mathbf{B}$. If two plane segments have the same area and the same direction (= parallel planes with the same sense of rotation), then the bivectors are equal:

$$
\mathbf{A}=\mathbf{B} \quad \Longleftrightarrow \quad|\mathbf{A}|=|\mathbf{B}| \quad \text { and } \quad \mathbf{A} \uparrow \uparrow \mathbf{B}
$$



A bivector $\mathbf{A}$ and its opposite - $\mathbf{A}$ are of equal area and parallel, but have opposite orientations. A unit bivector $\mathbf{A}$ has area one, $|\mathbf{A}|=1$.

The shape of the area is irrelevant.
Representing a bivector as an oriented parallelogram suggests that a bivector can be thought of as a geometrical product of vectors along its sides. With this in mind we introduce the exterior product $\mathbf{a} \wedge \mathbf{b}$ of two vectors $\mathbf{a}$ and $\mathbf{b}$ as the bivector obtained by sweeping $\mathbf{b}$ along $\mathbf{a}$.


The bivectors $\mathbf{a} \wedge \mathbf{b}$ and $\mathbf{b} \wedge \mathbf{a}$ have the same area and the same attitude but opposite senses of rotations. This can be simply expressed by writing

$$
\mathbf{a} \wedge \mathbf{b}=-\mathbf{b} \wedge \mathbf{a}
$$

### 3.2 Addition of bivectors

The geometric interpretation of bivector addition is most easily seen when the bivectors are expressed in terms of the exterior product with a common

[^8]vector factor. In three dimensions this is always possible because any two planes will either be parallel or intersect along a common line. ${ }^{2}$ Thus let $\mathbf{A}=\mathbf{a} \wedge \mathbf{c}$ and $\mathbf{B}=\mathbf{b} \wedge \mathbf{c}$; then the bivector $\mathbf{A}+\mathbf{B}$ is defined so that $\mathbf{A}+\mathbf{B}=\mathbf{a} \wedge \mathbf{c}+\mathbf{b} \wedge \mathbf{c}=(\mathbf{a}+\mathbf{b}) \wedge \mathbf{c}$. The geometric significance of this can be depicted as follows:


By decomposing the vectors $\mathbf{a}$ and $\mathbf{b}$ into components parallel and perpendicular to $\mathbf{a}+\mathbf{b},{ }^{3}$ so that

$$
\mathbf{a}=\mathbf{a}_{\|}+\mathbf{a}_{\perp} \quad \text { and } \quad \mathbf{b}=\mathbf{b}_{\|}+\mathbf{b}_{\perp}
$$

where $\mathbf{b}_{\perp}=-\mathbf{a}_{\perp}$, we are able to reduce the general addition of bivectors in three dimensions to the addition of coplanar bivectors. This is evident in the equality

$$
\mathbf{a} \wedge c+b \wedge c=(a+b) \wedge c=\left(a_{\|}+b_{\|}\right) \wedge c=a_{\|} \wedge c+b_{\|} \wedge c
$$

### 3.3 Basis of the linear space of bivectors

Bivectors can be added and multiplied by scalars. This way the set of bivectors becomes a linear space, denoted by $\Lambda^{2} \mathbb{R}^{3}$. A basis for the linear space $\Lambda^{2} \mathbb{R}^{3}$ can be constructed by means of a basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$ of the linear space $\mathbb{R}^{3}$. The oriented plane segments of the coordinate planes, obtained by taking the exterior products

$$
\mathbf{e}_{1} \wedge \mathbf{e}_{2}, \mathbf{e}_{1} \wedge \mathbf{e}_{3}, \mathbf{e}_{2} \wedge \mathbf{e}_{3},
$$

2 The two bivectors are first translated in the affine space $\mathbb{R}^{3}$ so that they induce opposite orientations to their common edge, that is, the terminal side of $\mathbf{A}=\mathbf{a} \wedge \mathbf{c}$ is opposite to the initial side of $\mathbf{B}=(-\mathbf{c}) \wedge \mathbf{b}$.
3 A depiction of addition of bivectors does not require a metric, or perpendicular components. It is sufficient that one component of both $\mathbf{a}$ and $\mathbf{b}$ is parallel to $\mathbf{a}+\mathbf{b}$, so that the two components sum up to $a+b$, while the other component can be any non-parallel component.
form a basis for the linear space of bivectors $\Lambda^{2} \mathbb{R}^{3}$.


An arbitrary bivector is a linear combination of the basis elements,

$$
\mathbf{B}=B_{12} \mathbf{e}_{1} \wedge \mathbf{e}_{2}+B_{13} \mathbf{e}_{1} \wedge \mathbf{e}_{3}+B_{23} \mathbf{e}_{2} \wedge \mathbf{e}_{3}
$$

and such linear combinations form the space of bivectors $\Lambda^{2} \mathbb{R}^{3}$. ${ }^{4}$ The construction of bivectors calls only for a linear structure, and no metric is needed.

The scalar product on a Euclidean space $\mathbb{R}^{3}$ extends to a symmetric bilinear product on the space of bivectors $\bigwedge^{2} \mathbb{R}^{3}$,

$$
\left.<\mathbf{x}_{1} \wedge \mathbf{x}_{2}, \mathbf{y}_{1} \wedge \mathbf{y}_{2}\right\rangle=\left|\begin{array}{ll}
\mathbf{x}_{1} \cdot \mathbf{y}_{1} & \mathbf{x}_{1} \cdot \mathbf{y}_{2} \\
\mathbf{x}_{2} \cdot \mathbf{y}_{1} & \mathbf{x}_{2} \cdot \mathbf{y}_{2}
\end{array}\right| .
$$

In particular, $\langle\mathbf{a} \wedge \mathbf{b}, \mathbf{a} \wedge \mathbf{b}\rangle=|\mathbf{a}|^{2}|\mathbf{b}|^{2}-(\mathbf{a} \cdot \mathbf{b})^{2}$. The norm or area of $\mathbf{B}=$ $B_{12} e_{1} \wedge e_{2}+B_{13} e_{1} \wedge e_{3}+B_{23} e_{2} \wedge e_{3}$ is seen to be

$$
|\mathbf{B}|=\sqrt{\langle\mathbf{B}, \mathbf{B}\rangle}=\sqrt{B_{12}^{2}+B_{13}^{2}+B_{23}^{2}} .
$$

### 3.4 The oriented volume element

The exterior product $\mathbf{a} \wedge \mathbf{b} \wedge \mathbf{c}$ of three vectors $\mathbf{a}=a_{1} \mathbf{e}_{1}+a_{2} \mathbf{e}_{2}+a_{3} \mathbf{e}_{3}$, $\mathbf{b}=b_{1} \mathbf{e}_{1}+b_{2} \mathbf{e}_{2}+b_{3} \mathbf{e}_{3}$ and $\mathbf{c}=c_{1} \mathbf{e}_{1}+c_{2} \mathbf{e}_{2}+c_{3} \mathbf{e}_{3}$ represents the oriented volume of the parallelepiped with edges $\mathbf{a}, \mathbf{b}, \mathbf{c}$ :

$$
\mathbf{a} \wedge \mathbf{b} \wedge \mathbf{c}=\left|\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right| \mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \mathbf{e}_{3}
$$

It is an element of the 1-dimensional linear space of 3 -vectors $\Lambda^{3} \mathbb{R}^{3}$ with basis $\mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \mathbf{e}_{3}$. The exterior product is associative,

$$
(\mathbf{a} \wedge \mathbf{b}) \wedge \mathbf{c}=\mathbf{a} \wedge(\mathbf{b} \wedge \mathbf{c})
$$

4 In three dimensions all bivectors are simple, that is, they are exterior products of two vectors, $\mathbf{B}=\mathbf{x} \wedge \mathbf{y}$ for some $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{3}$. This is no longer true in four dimensions; for instance $e_{1} \wedge e_{2}+e_{3} \wedge e_{4}$ is not simple.

### 3.5 The cross product

and antisymmetric,

$$
\begin{aligned}
& a \wedge b \wedge c=b \wedge c \wedge a=c \wedge a \wedge b \\
& \quad=-c \wedge b \wedge a=-a \wedge c \wedge b=-b \wedge a \wedge c
\end{aligned}
$$

for $\mathbf{a}, \mathbf{b}, \mathbf{c} \in \mathbb{R}^{\mathbf{3}}$.
The exterior product of the orthogonal unit vectors $\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3} \in \mathbb{R}^{3}$ is the unit oriented volume element $\mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \mathbf{e}_{3} \in \Lambda^{3} \mathbb{R}^{3}$. The norm or volume $|V|$ of a 3 -vector ${ }^{5}$

$$
\mathbf{V}=V \mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \mathbf{e}_{3}
$$

is $|\mathbf{V}|=|V|$, that is, $\left|V \mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \mathbf{e}_{3}\right|=V$ for $V \geq 0$ and $\left|V \mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \mathbf{e}_{3}\right|=-V$ for $V<0$.

More formally, the scalar product on $\mathbb{R}^{3}$ extends to a symmetric bilinear product on $\bigwedge^{3} \mathbb{R}^{3}$ by

$$
\left.<\mathbf{x}_{1} \wedge \mathbf{x}_{2} \wedge \mathbf{x}_{3}, \mathbf{y}_{1} \wedge \mathbf{y}_{2} \wedge \mathbf{y}_{3}\right\rangle=\left|\begin{array}{lll}
\mathbf{x}_{1} \cdot \mathbf{y}_{1} & \mathbf{x}_{1} \cdot \mathbf{y}_{2} & \mathbf{x}_{1} \cdot \mathbf{y}_{3} \\
\mathbf{x}_{2} \cdot \mathbf{y}_{1} & \mathbf{x}_{2} \cdot \mathbf{y}_{2} & \mathbf{x}_{2} \cdot \mathbf{y}_{3} \\
\mathbf{x}_{3} \cdot \mathbf{y}_{1} & \mathbf{x}_{3} \cdot \mathbf{y}_{2} & \mathbf{x}_{3} \cdot \mathbf{y}_{3}
\end{array}\right|
$$

giving the norm as $|\mathbf{V}|=\sqrt{\langle\mathbf{V}, \mathbf{V}\rangle}$.

### 3.5 The cross product

Let $\mathbf{a}=a_{1} \mathbf{e}_{1}+a_{2} \mathbf{e}_{2}+a_{3} \mathbf{e}_{3}$ and $\mathbf{b}=b_{1} \mathbf{e}_{1}+b_{2} \mathbf{e}_{2}+b_{3} \mathbf{e}_{3}$. The bivector

$$
\mathbf{a} \wedge \mathbf{b}=\left(a_{2} b_{3}-a_{3} b_{2}\right) \mathbf{e}_{2} \wedge \mathbf{e}_{3}+\left(a_{3} b_{1}-a_{1} b_{3}\right) \mathbf{e}_{3} \wedge \mathbf{e}_{1}+\left(a_{1} b_{2}-a_{2} b_{1}\right) \mathbf{e}_{1} \wedge \mathbf{e}_{2}
$$

can be expressed as a 'determinant'

$$
\mathbf{a} \wedge \mathbf{b}=\left|\begin{array}{ccc}
\mathbf{e}_{2} \wedge \mathbf{e}_{3} & \mathbf{e}_{3} \wedge \mathbf{e}_{1} & \mathbf{e}_{1} \wedge \mathbf{e}_{2} \\
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3}
\end{array}\right|
$$

It is customary to introduce a vector with the same coordinates. Thus, we define the cross product

$$
\mathbf{a} \times \mathbf{b}=\left(a_{2} b_{3}-a_{3} b_{2}\right) \mathbf{e}_{1}+\left(a_{3} b_{1}-a_{1} b_{3}\right) \mathbf{e}_{2}+\left(a_{1} b_{2}-a_{2} b_{1}\right) \mathbf{e}_{3}
$$

of $\mathbf{a}$ and $\mathbf{b}$. The cross product can also be represented by a 'determinant'

$$
\mathbf{a} \times \mathbf{b}=\left|\begin{array}{lll}
\mathbf{e}_{1} & \mathbf{e}_{2} & \mathbf{e}_{3} \\
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3}
\end{array}\right|
$$

$5 V$ is a real number, positive or negative, while V is a 3 -vector. The usual volume is $|V|$.


The direction of $\mathbf{a} \times \mathbf{b}$ is perpendicular to the plane of $\mathbf{a} \wedge \mathbf{b}$ and the length/norm of $\mathbf{a} \times \mathbf{b}$ equals the area/norm of $\mathbf{a} \wedge \mathbf{b}$,

$$
|\mathbf{a} \times \mathbf{b}|=|\mathbf{a} \wedge \mathbf{b}|=|\mathbf{a}||\mathbf{b}| \sin \varphi
$$

where $\varphi, 0 \leq \varphi \leq 180^{\circ}$, is the angle between $\mathbf{a}$ and $\mathbf{b}$.
In spite of the resemblance between the determinant expressions for the exterior product $\mathbf{a} \wedge \mathbf{b}$ and the cross product $\mathbf{a} \times \mathbf{b}$ there is a difference: the exterior product does not require a metric while the cross product requires or induces a metric. The metric gets involved in positioning the vector $\mathbf{a} \times \mathbf{b}$ perpendicular to the bivector $\mathbf{a} \wedge \mathbf{b}$.

### 3.6 The Hodge dual

Since the vector space $\mathbb{R}^{3}$ and the bivector space $\Lambda^{2} \mathbb{R}^{3}$ are both of dimension 3 , they are linearly isomorphic. We can use the metric on the vector space $\mathbb{R}^{3}$ to set up a standard isomorphism between the two linear spaces, the Hodge dual sending a vector $\mathbf{a} \in \mathbb{R}^{3}$ to a bivector $\star \mathbf{a} \in \Lambda^{2} \mathbb{R}^{3}$, defined by

$$
\mathbf{b} \wedge \star \mathbf{a}=(\mathbf{b} \cdot \mathbf{a}) \mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \mathbf{e}_{3} \quad \text { for all } \mathbf{b} \in \mathbb{R}^{3}
$$

The Hodge dual depends not only on the metric but also on the choice of orientation - it is customary to use a right-handed and orthonormal basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$.


Vector a and its dual bivector $\mathbf{A}=\mathbf{a e}_{123}$
Thus, we have assigned to each vector

$$
\mathbf{a}=a_{1} \mathbf{e}_{1}+a_{2} \mathbf{e}_{2}+a_{3} \mathbf{e}_{3} \in \mathbb{R}^{3}
$$

a bivector

$$
\mathbf{A}=\star \mathbf{a}=a_{1} \mathbf{e}_{2} \wedge \mathbf{e}_{3}+a_{2} \mathbf{e}_{3} \wedge \mathbf{e}_{1}+a_{3} \mathbf{e}_{1} \wedge \mathbf{e}_{2} \in \bigwedge^{2} \mathbb{R}^{3}
$$

Using the induced metric on the bivector space $\Lambda^{2} \mathbb{R}^{3}$ we can extend the Hodge dual to a mapping sending a bivector $\mathbf{A} \in \Lambda^{2} \mathbb{R}^{3}$ to a vector $\star \mathbf{A} \in \mathbb{R}^{3}$, defined by

$$
B \wedge \star A=<B, A>e_{1} \wedge e_{2} \wedge e_{3} \quad \text { for all } \quad B \in \bigwedge^{2} \mathbb{R}^{3}
$$

Using duality, the relation between the cross product and the exterior product can be written as ${ }^{6}$

$$
\begin{aligned}
& \mathbf{a} \wedge \mathbf{b}=\star(\mathbf{a} \times \mathbf{b}) \\
& \mathbf{a} \times \mathbf{b}=\star(\mathbf{a} \wedge \mathbf{b})
\end{aligned}
$$

6 In terms of the Clifford algebra $\mathcal{C} \ell_{3}$ the relation between the exterior product and the cross product can be written as

$$
\begin{aligned}
& \mathbf{a} \wedge \mathbf{b}=(\mathbf{a} \times \mathbf{b}) \mathbf{e}_{123} \\
& \mathbf{a} \times \mathbf{b}=-(\mathbf{a} \wedge \mathbf{b}) \mathbf{e}_{123} .
\end{aligned}
$$

The metric gets involved in multiplying by $\mathbf{e}_{123}=\mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{3}$. Using the Clifford algebra $\mathcal{C} \ell_{3}$ the Hodge dual can be computed as $\star u=\tilde{u} \mathbf{e}_{123}$. This gives rise to the Clifford dual defined as $u \mathbf{e}_{123}$ for $u \in \mathcal{C} \ell_{3}$. Later we will see that in actual computations the Clifford dual is more convenient than the Hodge dual (although in three dimensions the Hodge dual happens to be symmetric/involutory).

### 3.7 The exterior algebra and the Clifford algebra

The exterior algebra $\bigwedge \mathbb{R}^{3}$ of the linear space $\mathbb{R}^{3}$ is a direct sum of the

| subspaces of | $\mid$ | with basis |
| ---: | :---: | :--- |
| scalars | $\mathbb{R}$ | 1 |
| vectors | $\mathbb{R}^{3}$ | $\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}$ |
| bivectors | $\Lambda^{2} \mathbb{R}^{3}$ | $\mathbf{e}_{1} \wedge \mathbf{e}_{2}, \mathbf{e}_{1} \wedge \mathbf{e}_{3}, \mathbf{e}_{2} \wedge \mathbf{e}_{3}$ |
| volume elements | $\Lambda^{3} \mathbb{R}^{3}$ | $\mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \mathbf{e}_{3}$ |

We also write $\mathbb{R}=\Lambda^{0} \mathbb{R}^{3}$ and $\mathbb{R}^{3}=\Lambda^{1} \mathbb{R}^{3}$. Thus, $\Lambda \mathbb{R}^{3}$ is a direct sum of its subspaces of homogeneous degrees $0,1,2,3$ :

$$
\bigwedge \mathbb{R}^{3}=\mathbb{R} \oplus \mathbb{R}^{3} \oplus \bigwedge^{2} \mathbb{R}^{3} \oplus \bigwedge^{3} \mathbb{R}^{3}
$$

The dimensions of $\mathbb{R}, \mathbb{R}^{3}, \Lambda^{2} \mathbb{R}^{3}, \Lambda^{3} \mathbb{R}^{3}$ and $\Lambda \mathbb{R}^{3}$ are $1,3,3,1$ and $2^{3}=8$, respectively.

The exterior algebra $\bigwedge \mathbb{R}^{3}$ is an associative algebra with unity 1 satisfying

$$
\begin{aligned}
& \mathbf{e}_{i} \wedge \mathbf{e}_{j}=-\mathbf{e}_{j} \wedge \mathbf{e}_{i} \text { for } i \neq j \\
& \mathbf{e}_{i} \wedge \mathbf{e}_{i}=0
\end{aligned}
$$

for a basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$ of the linear space $\mathbb{R}^{3}$. The exterior product of two homogeneous elements satisfies

$$
\mathbf{a} \wedge \mathbf{b} \in \bigwedge^{i+j} \mathbb{R}^{3} \quad \text { for } \mathbf{a} \in \bigwedge^{i} \mathbb{R}^{3}, \mathbf{b} \in \bigwedge^{j} \mathbb{R}^{3} .
$$

The product of two elements $u$ and $v$ in the Clifford algebra $\mathcal{C} \ell_{3}$ of the Euclidean space $\mathbb{R}^{3}$ is denoted by juxtaposition, $u v$, to distinguish it from the exterior product $u \wedge v$. An orthonormal basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$ of the Euclidean space $\mathbb{R}^{3} \subset \mathcal{C} \ell_{3}$ satisfies ${ }^{7}$

$$
\begin{aligned}
& \mathbf{e}_{i} \mathbf{e}_{j}=-\mathbf{e}_{j} \mathbf{e}_{i} \quad \text { for } \quad i \neq j \\
& \mathbf{e}_{i} \mathbf{e}_{i}=1
\end{aligned}
$$

[^9]and generates a basis of $\mathcal{C} \ell_{3}$, corresponding to a basis of $\bigwedge \mathbb{R}^{3}$,
\[

$$
\begin{array}{r|l}
\mathcal{C} \ell_{3} & \wedge \mathbb{R}^{3} \\
\hline 1 & 1 \\
\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3} & \mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3} \\
\mathbf{e}_{1} \mathbf{e}_{2}, \mathbf{e}_{1} \mathbf{e}_{3}, \mathbf{e}_{2} \mathbf{e}_{3} & \mathbf{e}_{1} \wedge \mathbf{e}_{2}, \mathbf{e}_{1} \wedge \mathbf{e}_{3}, \mathbf{e}_{2} \wedge \mathbf{e}_{3} \\
\mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{3} & \mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \mathbf{e}_{3}
\end{array}
$$
\]

The above correspondences induce an identification of the linear spaces $\mathcal{C} \ell_{3}$ and $\bigwedge \mathbb{R}^{3}$, and we shall write

$$
\mathcal{C} \ell_{3}=\mathbb{R} \oplus \mathbb{R}^{3} \oplus \bigwedge^{2} \mathbb{R}^{3} \oplus \bigwedge^{3} \mathbb{R}^{3}
$$

This decomposition introduces a multivector structure into the Clifford algebra $\mathcal{C} \ell_{3}$. The multivector structure is unique, that is, an arbitrary element $u \in \mathcal{C} \ell_{3}$ can be uniquely decomposed into a sum of $k$-vectors, the $k$-vector parts $\langle u\rangle_{k}$ of $u$,

$$
u=\langle u\rangle_{0}+\langle u\rangle_{1}+\langle u\rangle_{2}+\langle u\rangle_{3} \quad \text { where } \quad\langle u\rangle_{k} \in \bigwedge^{k} \mathbb{R}^{3} .
$$

### 3.8 The Clifford product of two vectors

A new kind of product called the Clifford product of vectors a and $\mathbf{b}$ is obtained by adding the scalar $\mathbf{a} \cdot \mathbf{b}$ and the bivector $\mathbf{a} \wedge \mathbf{b}$ :

$$
\mathbf{a b}=\mathbf{a} \cdot \mathbf{b}+\mathbf{a} \wedge \mathbf{b}
$$

The commutative rule $\mathbf{a} \cdot \mathbf{b}=\mathbf{b} \cdot \mathbf{a}$ together with the anticommutative rule $\mathbf{a} \wedge \mathbf{b}=-\mathbf{b} \wedge \mathbf{a}$ implies a relation between $\mathbf{a b}$ and $\mathbf{b a}$. Thus,

$$
\mathbf{b a}=\mathbf{a} \cdot \mathbf{b}-\mathbf{a} \wedge \mathbf{b}
$$

Two vectors $\mathbf{a}$ and $\mathbf{b}$ are parallel, $\mathbf{a} \| \mathbf{b}$, when their product is commutative, $\mathbf{a b}=\mathbf{b a}$, and perpendicular, $\mathbf{a} \perp \mathbf{b}$, when their product is anticommutative, $\mathbf{a b}=-\mathbf{b a}$.

Note that if $\mathbf{a}$ is decomposed into components parallel, $\mathbf{a}_{\|}$, and perpendicular, $\mathbf{a}_{\perp}$, to $\mathbf{b}$, then $\mathbf{a b}=\mathbf{a}_{\|} \mathbf{b}+\mathbf{a}_{\perp} \mathbf{b}=\mathbf{a} \cdot \mathbf{b}+\mathbf{a} \wedge \mathbf{b}$.

$$
\begin{aligned}
& \mathbf{a} \cdot \mathbf{b}=\frac{1}{2}(\mathbf{a b}+\mathbf{b a}) \\
& \mathbf{a} \wedge \mathbf{b}=\frac{1}{2}(\mathbf{a b}-\mathbf{b} \mathbf{a}) \\
& \mathbf{a} \cdot \mathbf{b}=|\mathbf{a}||\mathbf{b}| \cos \varphi \\
& |\mathbf{a} \wedge \mathbf{b}|=|\mathbf{a}||\mathbf{b}| \sin \varphi
\end{aligned}
$$



Compute the product abba to get $\mathbf{a}^{2} \mathbf{b}^{2}=(\mathbf{a} \cdot \mathbf{b})^{2}-(\mathbf{a} \wedge \mathbf{b})^{2}$ and use $(\mathbf{a} \wedge \mathbf{b})^{2}=-|\mathbf{a} \wedge \mathbf{b}|^{2}$ to obtain the identity

$$
\mathbf{a}^{2} \mathbf{b}^{2}=(\mathbf{a} \cdot \mathbf{b})^{2}+|\mathbf{a} \wedge \mathbf{b}|^{2} .
$$

### 3.9 Even and odd parts

The Clifford algebra is, like the exterior algebra, a direct sum of two of its subspaces,

| the even part | $\mathbb{R} \oplus \bigwedge^{2} \mathbb{R}^{3}$, |
| :--- | :--- |
| the odd part | $\mathbb{R}^{3} \oplus \bigwedge^{3} \mathbb{R}^{3}$. |

For both algebras the even part is also a subalgebra. The even subalgebra $\left(\bigwedge \mathbb{R}^{3}\right)^{+}=\mathbb{R} \oplus \bigwedge^{2} \mathbb{R}^{3}$ of $\bigwedge \mathbb{R}^{3}$ is commutative, but the even subalgebra $\mathcal{C} \ell_{3}^{+}=$ $\mathbb{R} \oplus \bigwedge^{2} \mathbb{R}^{3}$ of $\mathcal{C} \ell_{3}$ is not commutative; instead it is isomorphic to the quaternion algebra: $\mathbb{H} \simeq \mathcal{C} \ell_{3}^{+}$. The odd parts are denoted by $\mathcal{C} \ell_{3}^{-}$and $\left(\bigwedge \mathbb{R}^{3}\right)^{-}$.

### 3.10 The center

The center of an algebra consists of those elements which commute with all the elements of the algebra. The center $\operatorname{Cen}\left(\mathcal{C} \ell_{3}\right)=\mathbb{R} \oplus \Lambda^{3} \mathbb{R}^{3}$ of $\mathcal{C} \ell_{3}$ is isomorphic to $\mathbb{C}$, and the center of $\Lambda \mathbb{R}^{3}$ is $\operatorname{Cen}\left(\bigwedge \mathbb{R}^{3}\right)=\mathbb{R} \oplus \bigwedge^{2} \mathbb{R}^{3} \oplus \bigwedge^{3} \mathbb{R}^{3}$.

### 3.11 Gradings and the multivector structure

The exterior products of homogeneous elements satisfy the relations

$$
\mathbf{a} \wedge \mathbf{b} \in \bigwedge^{i+j} \mathbb{R}^{3} \quad \text { for } \quad \mathbf{a} \in \bigwedge^{i} \mathbb{R}^{\mathbf{3}} \text { and } \mathbf{b} \in \bigwedge_{\bigwedge}^{j} \mathbb{R}^{3}
$$

Such a property of an algebra is usually referred to by saying that the algebra is graded over the index group $\mathbb{Z}$. We shall refer to this property of the exterior algebra $\bigwedge \mathbb{R}^{3}$ as the dimension grading, because simple homogeneous elements
represent subspaces of specified dimension. The homogeneous elements in $\bigwedge \mathbb{R}^{3}$ satisfy

$$
\mathbf{a} \wedge \mathbf{b}=(-1)^{i j} \mathbf{b} \wedge \mathbf{a} \quad \text { for } \mathbf{a} \in \bigwedge^{i} \mathbb{R}^{3}, \mathbf{b} \in \bigwedge^{j} \mathbb{R}^{3}
$$

that is, the exterior algebra $\bigwedge \mathbb{R}^{3}$ is graded commutative. ${ }^{8}$
The Clifford products of even and odd subspaces satisfy the inclusion relations

$$
\begin{array}{ll}
\mathcal{C} \ell_{3}^{+} \mathcal{C} \ell_{3}^{+} \subset \mathcal{C} \ell_{3}^{+}, & \mathcal{C} \ell_{3}^{+} \mathcal{C} \ell_{3}^{-} \subset \mathcal{C} \ell_{3}^{-} \\
\mathcal{C} \ell_{3}^{-} \mathcal{C} \ell_{3}^{+} \subset \mathcal{C} \ell_{3}^{-}, & \mathcal{C} \ell_{3}^{-} \mathcal{C} \ell_{3}^{-} \subset \mathcal{C} \ell_{3}^{+}
\end{array}
$$

These relations can be summarized by saying that the Clifford algebra $\mathcal{C} \ell_{3}$ has an even-odd grading, or that it is graded over the index group $\mathbb{Z}_{2}=\{0,1\}$.

The exterior algebra $\bigwedge \mathbb{R}^{3}$ is also even-odd graded.
The Clifford algebra $\mathcal{C} \ell_{3}$ is not graded over $\mathbb{Z}$. However, we can reconstruct the exterior product from the Clifford product in a unique manner. We shall refer to the dimension grading of the associated exterior algebra by saying that the Clifford algebra has a multivector structure. Recall that $\mathbb{R}$ and $\mathbb{R}^{3}$ have, by definition, unique copies in $\mathcal{C} \ell_{3}$. The exterior product of two vectors equals the antisymmetric part of their Clifford product,

$$
\mathbf{x} \wedge \mathbf{y}=\frac{1}{2}(\mathbf{x y}-\mathbf{y} \mathbf{x}) \in \bigwedge^{2} \mathbb{R}^{3} \text { for } \mathbf{x}, \mathbf{y} \in \mathbb{R}^{3}
$$

whence the space of bivectors $\bigwedge^{2} \mathbb{R}^{3}$ has a unique copy in $\mathcal{C} \ell_{3}$. The subspace of 3 -vectors $\bigwedge^{3} \mathbb{R}^{3}$ can be uniquely reconstructed within $\mathcal{C} \ell_{3}$ by a completely antisymmetrized Clifford product

$$
\mathbf{x} \wedge \mathrm{y} \wedge \mathrm{z}=\frac{1}{6}(\mathrm{xyz}+\mathbf{y z x}+\mathrm{zxy}-\mathrm{zyx}-\mathrm{xzy}-\mathrm{yxz}) \in \bigwedge^{3} \mathbb{R}^{3}
$$

of three vectors $\mathbf{x}, \mathbf{y}, \mathbf{z} \in \mathbb{R}^{3}$.
Thus, we have established a linear isomorphism sending $\Lambda \mathbb{R}^{3}$ to $\mathcal{C} \ell_{3}$ defined
8 The graded opposite algebra of $\Lambda \mathbb{R}^{3}$ is the linear space $\Lambda \mathbb{R}^{3}$ with a new product $u \circ v$ defined by

$$
\left(u_{0}+u_{1}\right) \circ\left(v_{0}+v_{1}\right)=v_{0} \wedge u_{0}+v_{0} \wedge u_{1}+v_{1} \wedge u_{0}-v_{1} \wedge u_{1}
$$

for $u_{0}, v_{0} \in\left(\bigwedge \mathbb{R}^{3}\right)^{+}$and $u_{1}, v_{1} \in\left(\bigwedge \mathbb{R}^{3}\right)^{-}$. Since $\wedge \mathbb{R}^{3}$ is graded commutative, that is $u \circ v=u \wedge v$, the graded opposite of $\wedge \mathbb{R}^{3}$ is just $\wedge \mathbb{R}^{3}$.
for $k$-vectors:

| $\wedge \mathbb{R}^{3}$ | $\mid \mathcal{C} \ell_{3}$ |
| ---: | :--- |
| $\alpha$ | $=\alpha \in \mathbb{R}$ |
| $\mathbf{x}$ | $=\mathbf{x} \in \mathbb{R}^{3}$ |
| $\mathbf{x} \wedge \mathbf{y}$ | $=\frac{1}{2}(\mathbf{x y}-\mathbf{y x}) \in \Lambda^{2} \mathbb{R}^{3}$ |
| $\mathbf{x} \wedge \mathbf{y} \wedge \mathbf{z}$ | $=\frac{1}{6}(\mathbf{x y z}+\mathbf{y z x}+\mathbf{z x y}-\mathbf{z y x}-\mathbf{x z y}-\mathbf{y x z}) \in \Lambda^{3} \mathbb{R}^{3}$ |

There is another construction of the subspace of 3 -vectors $\Lambda^{3} \mathbb{R}^{3}$, obtained by using the reversion, $\mathbf{x} \wedge \mathbf{y} \wedge \mathbf{z}=\frac{1}{2}(\mathbf{x y z}-\mathbf{z y x}) \in \wedge^{3} \mathbb{R}^{3}$ for $\mathbf{x}, \mathbf{y}, \mathbf{z} \in \mathbb{R}^{3}$, related to the following recursive construction, via an intermediate step in $\Lambda^{2} \mathbb{R}^{3}$ :

$$
\mathbf{x} \wedge \mathbf{B}=\frac{1}{2}(\mathbf{x B}+\mathbf{B} \mathbf{x}) \in \bigwedge^{3} \mathbb{R}^{3} \text { for } \mathbf{x} \in \mathbb{R}^{3}, \mathbf{B} \in \bigwedge^{2} \mathbb{R}^{3}
$$

### 3.12 Products of vectors and bivectors, visualization

A vector $\mathbf{a} \in \mathbb{R}^{3}$ and a bivector $\mathbf{B} \in \bigwedge \mathbb{R}^{3}$ can be multiplied to give a 3 -vector $\mathbf{a} \wedge \mathbf{B}=\mathbf{B} \wedge \mathbf{a} \in \wedge^{3} \mathbb{R}^{3}$. The exterior product of a vector and a bivector can be depicted as an oriented volume:

$\mathbf{a} \wedge \mathbf{B}$

$\mathbf{B} \wedge \mathbf{a}$

The orientation is obtained by putting the arrows in succession. The commutativity of the exterior product $\mathbf{a} \wedge \mathbf{B}=\mathbf{B} \wedge \mathbf{a}$ means that the screws of $\mathbf{a} \wedge \mathbf{B}$ and $\mathbf{B} \wedge \mathbf{a}$ can be rotated onto each other (without reflection).

A vector $\mathbf{x} \in \mathbb{R}^{3}$ and a bivector $\mathbf{B} \in \Lambda^{2} \mathbb{R}^{3}$ can also be multiplied so that the result is a vector $\mathbf{B L} \mathbf{x} \in \mathbb{R}^{3}$. Consider a vector $\mathbf{x}$ tilted by an angle $\varphi$ out of the plane of a bivector $\mathbf{B}$. Let $\mathbf{a}$ be the orthogonal projection of $\mathbf{x}$ in the plane of $\mathbf{B}$. Then $|\mathbf{a}|=|\mathbf{x}| \cos \varphi$. The right contraction of the bivector $\mathbf{B}$ by the vector $\mathbf{x}$ is a vector $\mathbf{y}=\mathbf{B L} \mathbf{x}$ in the plane of $\mathbf{B}$ such that
(i) $|\mathbf{y}|=|\mathbf{B}||\mathbf{a}|$,
(ii) $\mathbf{y} \perp \mathbf{a}$ and $\mathbf{a} \wedge \mathbf{y} \uparrow \uparrow \mathbf{B}$.

By convention, we agree that

$$
\mathbf{x}\lrcorner \mathbf{B}=-B L \mathbf{x},
$$

that is, the left and right contractions have opposite signs.

[The inverse vector $\mathbf{a}^{-1}$ of a has a geometrical meaning in this figure: it gives the area of the rectangle, $|\mathbf{B}|=\left|\mathbf{a}^{-1}\right||\mathbf{y}|$.]

Write $\mathbf{x}_{\|}=\mathbf{a}$ and $\mathbf{x}_{\perp}=\mathbf{x}-\mathbf{x}_{\| \mid}$. Then $\left.\mathbf{x}\right\lrcorner \mathbf{B}=\mathbf{x}_{\| \mid} \mathbf{B}$ and $\mathbf{x} \wedge \mathbf{B}=\mathbf{x}_{\perp} \mathbf{B}$ so that

$$
\begin{array}{ll}
\left.\mathbf{x}_{\|}=(\mathbf{x}\lrcorner \mathbf{B}\right) \mathbf{B}^{-1} & \text { parallel component } \\
\mathbf{x}_{\perp}=(\mathbf{x} \wedge \mathbf{B}) \mathbf{B}^{-1} & \text { perpendicular component }
\end{array}
$$

where $\mathbf{B}^{-1}=\mathbf{B} / \mathbf{B}^{2}, \mathbf{B}^{2}=-|\mathbf{B}|^{2}$.

### 3.13 Contractions and the derivation

The Clifford product of two vectors $\mathbf{a}$ and $\mathbf{b}$ is a sum of a scalar $\mathbf{a} \cdot \mathbf{b}$ and a bivector $\mathbf{a} \wedge \mathbf{b}$,

$$
\mathbf{a b}=\mathbf{a} \cdot \mathbf{b}+\mathbf{a} \wedge \mathbf{b}
$$

so that the terms on the right hand side can be recaptured from the Clifford product:

$$
\mathbf{a} \cdot \mathbf{b}=\frac{1}{2}(\mathbf{a b}+\mathbf{b} \mathbf{a}), \quad \mathbf{a} \wedge \mathbf{b}=\frac{1}{2}(\mathbf{a b}-\mathbf{b} \mathbf{a}) .
$$

The product of a vector a and a bivector $\mathbf{B}$ is a sum of a vector and a 3 -vector:

$$
\mathbf{a B}=\mathbf{a}\lrcorner \mathbf{B}+\mathbf{a} \wedge \mathbf{B}
$$

where

$$
\mathbf{a}\lrcorner \mathbf{B}=\frac{1}{2}(\mathbf{a B}-\mathbf{B a}), \quad \mathbf{a} \wedge \mathbf{B}=\frac{1}{2}(\mathbf{a} \mathbf{B}+\mathbf{B a})
$$

In general, the Clifford product of a vector $\mathbf{x} \in \mathbb{R}^{3}$ and an arbitrary element $u \in \mathcal{C} \ell_{3}$ can be decomposed into a sum of the left contraction and the exterior product as follows: ${ }^{9}$

$$
\mathbf{x} u=\mathrm{x}\lrcorner u+\mathbf{x} \wedge u
$$

where we can write, in the case where $u$ is a $k$-vector in $\bigwedge^{k} \mathbb{R}^{3}$,

$$
\begin{aligned}
& \mathbf{x}\lrcorner u=\frac{1}{2}\left(\mathbf{x} u-(-1)^{k} u \mathbf{x}\right) \in \bigwedge^{k-1} \mathbb{R}^{3} \\
& \mathbf{x} \wedge u=\frac{1}{2}\left(\mathbf{x} u+(-1)^{k} u \mathbf{x}\right) \in \bigwedge^{k+1} \mathbb{R}^{3}
\end{aligned}
$$

The exterior product and the left contraction by a homogeneous element, respectively, raise or lower the degree, that is,

$$
\left.\mathbf{a} \wedge \mathbf{b} \in \bigwedge_{\Lambda}^{i+j} \mathbb{R}^{3}, \quad \mathbf{a}\right\lrcorner \mathbf{b} \in \bigwedge^{j-i} \mathbb{R}^{3}
$$

for $\mathbf{a} \in \bigwedge^{i} \mathbb{R}^{3}$ and $\mathbf{b} \in \bigwedge^{j} \mathbb{R}^{3}$.
The left contraction can be obtained from the exterior product and the Clifford product as follows:

$$
u\lrcorner v=\left[u \wedge\left(v \mathbf{e}_{123}\right)\right] \mathrm{e}_{123}^{-1} .
$$

This means that the left contraction is dual to the exterior product. The left contraction can be directly defined by its characteristic properties

1) $x\lrcorner y=x \cdot y$,
2) $\mathbf{x}\lrcorner(u \wedge v)=(\mathbf{x}\lrcorner u) \wedge v+\hat{u} \wedge(\mathbf{x}\lrcorner v)$,
3) $(u \wedge v)\lrcorner w=u\lrcorner(v\lrcorner w)$,
where $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{3}$ and $u, v, w \in \bigwedge \mathbb{R}^{3}$. Recalling that $\hat{u}=(-1)^{k} u$ for $u \in \bigwedge^{k} \mathbb{R}^{3}$, the second rule can also be written as

$$
\left.\mathbf{x}\lrcorner(u \wedge v)=(\mathbf{x}\lrcorner u) \wedge v+(-1)^{k} u \wedge(\mathbf{x}\lrcorner v\right)
$$

when $u \in \bigwedge^{k} \mathbb{R}^{3}$. The second rule means that the left contraction by a vector is a derivation of the exterior algebra $\wedge \mathbb{R}^{3}$. It happens that the left contraction by a vector is also a derivation of the Clifford algebra, that is,

$$
\mathbf{x}\lrcorner(u v)=(\mathbf{x}\lrcorner u) v+\hat{u}(\mathbf{x}\lrcorner v) \quad \text { for } \quad \mathbf{x} \in \mathbb{R}^{3}, u, v \in \mathcal{C} \ell_{3} .
$$

9 A scalar product on $\mathbb{R}^{3} \subset \wedge \mathbb{R}^{3}$ induces a contraction on $\wedge \mathbb{R}^{3}$ which can be used to introduce a new product $\mathbf{x} u=\mathbf{x}\rfloor u+\mathbf{x} \wedge u$ for $\mathbf{x} \in \mathbb{R}^{3}$ and $u \in \wedge \mathbb{R}^{3}$, which extends by linearity and associativity to all of $\Lambda \mathbb{R}^{3}$. The linear space $\Lambda \mathbb{R}^{3}$ provided with this new product is the Clifford algebra $\mathcal{C} \ell_{3}$.

### 3.14 The Clifford algebra versus the exterior algebra

Both the Clifford algebra $\mathcal{C} \ell_{3}$ and the exterior algebra $\bigwedge \mathbb{R}^{3}$ contain a copy of $\mathbb{R}^{3}$, which enables application of calculations to the geometry of $\mathbb{R}^{3}$. The feature distinguishing $\mathcal{C} \ell_{3}$ from $\bigwedge \mathbb{R}^{3}$ is that the Clifford multiplication of vectors preserves the norm, $|\mathbf{a b}|=|\mathbf{a}||\mathbf{b}|$ for all $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{3}$, whereas $|\mathbf{a} \wedge \mathbf{b}| \leq$ $|\mathbf{a}||\mathbf{b}|$. The equality $|\mathbf{a b}|=|\mathbf{a}||\mathbf{b}|$ enables more calculations to be carried out in $\mathbb{R}^{3}$, most notably rotations become represented as operations within one algebra the Clifford algebra $\mathrm{Cl}_{3}$.

## Historical survey

The exterior algebra $\Lambda \mathbb{R}^{3}$ of the linear space $\mathbb{R}^{3}$ was constructed by Grassmann in 1844. Grassmann's exterior algebra $\wedge \mathbb{R}^{3}$ has a basis

$$
\begin{aligned}
& 1 \\
& \mathbf{e}_{1}, e_{2}, e_{3} \\
& \mathbf{e}_{1} \wedge e_{2}, e_{1} \wedge e_{3}, e_{2} \wedge e_{3} \\
& \mathbf{e}_{1} \wedge e_{2} \wedge e_{3}
\end{aligned}
$$

satisfying the multiplication rules

$$
\begin{aligned}
& \mathbf{e}_{i} \wedge \mathbf{e}_{j}=-\mathbf{e}_{j} \wedge \mathbf{e}_{i} \quad \text { for } \quad i \neq j \\
& \mathbf{e}_{i} \wedge \mathbf{e}_{i}=0
\end{aligned}
$$

Clifford introduced a new product into the exterior algebra; he kept the first rule

$$
\mathbf{e}_{i} \mathbf{e}_{j}=-\mathbf{e}_{j} \mathbf{e}_{i} \quad \text { for } \quad i \neq j
$$

that is $\mathbf{e}_{i} \mathbf{e}_{j}=\mathbf{e}_{i} \wedge \mathbf{e}_{j}$, but replaced the second rule by

$$
\begin{array}{ll}
\mathbf{e}_{i} \mathbf{e}_{i}=1 & \text { in 1882, } \quad \text { and } \\
\mathbf{e}_{i} \mathbf{e}_{i}=-1 & \text { in } 1878 .
\end{array}
$$

These two algebras generated are Clifford's geometric algebras

$$
\mathcal{C} \ell_{3}=\mathcal{C} \ell_{3,0} \simeq \operatorname{Mat}(2, \mathbb{C}) \quad \text { and } \quad \mathcal{C} \ell_{0,3} \simeq \mathbb{H} \oplus \mathbb{H}
$$

of the positive definite and negative definite quadratic spaces $\mathbb{R}^{3}=\mathbb{R}^{3,0}$ and $\mathbb{R}^{0,3}$, respectively.

## Exercises

1. Find the area of the triangle with vertices $(1,-4,-6),(5,-4,-2)$ and $(0,0,0)$.
2. Find the volume of the parallelepiped with edges $\mathbf{a}=2 \mathbf{e}_{1}-3 \mathbf{e}_{2}+4 \mathbf{e}_{3}$, $b=e_{1}+2 \mathbf{e}_{2}-e_{3}, c=3 e_{1}-e_{2}+2 \mathbf{e}_{3}$.
3. Compute the square of the volume element $\mathbf{e}_{123}=\mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{3}$ (square with respect to the Clifford product).
4. Show that $\mathbf{e}_{123}$ commutes with $\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}$.
5. Find the inverse of the bivector $\mathbf{B}=3 \mathbf{e}_{12}+\mathbf{e}_{23}$ (inverse with respect to the Clifford product).
6. Let $\mathbf{a}=2 \mathbf{e}_{1}+3 \mathbf{e}_{2}+7 \mathbf{e}_{3}$ and $\mathbf{B}=4 \mathbf{e}_{12}+5 \mathbf{e}_{13}-\mathbf{e}_{23}$. Compute $\mathbf{a} \wedge \mathbf{B}$ and $\mathbf{a}\lrcorner \mathbf{B}$.
7. Let $\mathbf{a}=3 \mathbf{e}_{1}+4 \mathbf{e}_{2}+7 \mathbf{e}_{3}$ and $\mathbf{B}=7 \mathbf{e}_{12}+\mathbf{e}_{13}$. Compute the perpendicular and parallel components of $\mathbf{a}$ in the plane of $\mathbf{B}$.
8. Show that the Clifford product of a bivector $\mathbf{B} \in \bigwedge^{2} \mathbb{R}^{3}$ and an arbitrary element $u \in \mathcal{C} \ell_{3}$ can be decomposed as

$$
\mathbf{B} u=\mathbf{B}\lrcorner u+\frac{1}{2}(\mathbf{B} u-u \mathbf{B})+\mathbf{B} \wedge u
$$

9. Reconstruct the dot product $\mathbf{a} \cdot \mathbf{b}$ with the help of the cross product $\mathbf{a} \times \mathbf{b}$ and the exterior product $\mathbf{a} \wedge \mathbf{b}$. Hint: $\mathbf{a} \times(\mathbf{a} \times \mathbf{b})=(\mathbf{a} \cdot \mathbf{b}) \mathbf{a}-\mathbf{a}^{2} \mathbf{b}$.
Define the right contraction by $u \mathrm{~L} v=\mathrm{e}_{123}^{-1}\left[\left(\mathrm{e}_{123} u\right) \wedge v\right]$ for $u, v \in \mathcal{C} \ell_{3}$.
10. Show that the following properties - the characteristic properties - of the right contraction hold:
1) $x\llcorner y=x \cdot y$,
2) $(u \wedge v) \mathrm{L} \mathbf{x}=u \wedge(v \mathrm{~L} \mathbf{x})+(u \mathrm{~L} \mathbf{x}) \wedge \hat{v}$,
3) $u\llcorner(v \wedge w)=(u\llcorner v)\llcorner w$,
for $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{3}$ and $u, v, w \in \wedge \mathbb{R}^{3}$.
11. Show that $\mathbf{a} L \mathbf{b} \in \bigwedge^{i-j} \mathbb{R}^{3}$ for $\mathbf{a} \in \bigwedge^{i} \mathbb{R}^{3}$ and $\mathbf{b} \in \bigwedge^{j} \mathbb{R}^{3}$.
12. Show that $(u\lrcorner v)\llcorner w=u\lrcorner(v\llcorner w)$.
13. Show that $u\lrcorner v=\star\left(\star^{-1}(v) \wedge \tilde{u}\right)$ and $u\left\llcorner v=\star^{-1}(\tilde{v} \wedge \star(u))\right.$.
14. Show that

$$
u \mathbf{x}=u \mathrm{~L} \mathbf{x}+u \wedge \mathbf{x}
$$

where, for a $k$-vector $u \in \bigwedge^{k} \mathbb{R}^{3}$,

$$
\begin{aligned}
& u \mathrm{~L} \mathbf{x}=\frac{1}{2}\left(u \mathbf{x}-(-1)^{k} \mathbf{x} u\right) \in \bigwedge^{k-1} \mathbb{R}^{3} \\
& u \wedge \mathbf{x}=\frac{1}{2}\left(u \mathbf{x}+(-1)^{k} \mathbf{x} u\right) \in \bigwedge^{k+1} \mathbb{R}^{3}
\end{aligned}
$$

15. Show that $u \wedge v-v \wedge u \in \bigwedge^{2} \mathbb{R}^{3}$ and $u v-v u \in \mathbb{R}^{3} \oplus \bigwedge^{2} \mathbb{R}^{3}$.

Let $\mathbf{a} \in \mathbb{R}^{3}, \mathbf{B} \in \Lambda^{2} \mathbb{R}^{3}, u=1+\mathbf{a}+\mathbf{B}$.

### 3.14 The Clifford algebra versus the exterior algebra

16. The exterior inverse of $u$ is $u^{\wedge(-1)}=1-\mathbf{a}-\mathbf{B}+\alpha \mathbf{a} \wedge \mathbf{B}$ with some $\alpha \in \mathbb{R}$. Determine $\alpha$. Hint: use power series or $u \wedge u^{\wedge(-1)}=1$.
17. The exterior square root of $u$ is $u^{\wedge(1 / 2)}=1+\frac{1}{2} \mathbf{a}+\frac{1}{2} \mathbf{B}+\beta \mathbf{a} \wedge \mathbf{B}$ with some $\beta \in \mathbb{R}$. Determine $\beta$. Hint: $u^{\wedge(1 / 2)} \wedge u^{\wedge(1 / 2)}=u$.
18. Show that 1$\lrcorner u=u$ for all $u \in \bigwedge \mathbb{R}^{3}$.

## Solutions

1. $\mathbf{a}=\mathbf{e}_{1}-4 \mathbf{e}_{2}-6 \mathbf{e}_{3}, \mathbf{b}=5 \mathbf{e}_{1}-4 \mathbf{e}_{2}-2 \mathbf{e}_{3}, \mathbf{a} \wedge \mathbf{b}=16 \mathbf{e}_{12}+28 \mathbf{e}_{13}-16 \mathbf{e}_{23}$, $\frac{1}{2}|\mathbf{a} \wedge \mathbf{b}|=\frac{1}{2} \sqrt{16^{2}+28^{2}+16^{2}}=18$.
2. $\mathbf{a} \wedge \mathbf{b} \wedge \mathbf{c}=-7 \mathbf{e}_{123},|\mathbf{a} \wedge \mathbf{b} \wedge \mathbf{c}|=7$.
3. $\mathrm{e}_{123}^{2}=-1$.
4. $\mathbf{B}^{2}=-10,|\mathbf{B}|=\sqrt{10}, \mathbf{B}^{-1}=-\frac{1}{10}\left(3 \mathbf{e}_{12}+\mathbf{e}_{23}\right)$.
5. $\left.\mathbf{a} \wedge \mathbf{B}=11 \mathbf{e}_{123}, \mathbf{a}\right\lrcorner \mathbf{B}=-47 \mathbf{e}_{1}+15 \mathbf{e}_{2}+7 \mathbf{e}_{3}$.
6. $\mathbf{a}_{\perp}=-0.9 \mathbf{e}_{2}+6.3 \mathbf{e}_{3}, \mathbf{a}_{\|}=3 \mathbf{e}_{1}+4.9 \mathbf{e}_{2}+0.7 \mathbf{e}_{3}$.
7. Take a wedge product with $\mathbf{b}$ to obtain $(\mathbf{a} \times(\mathbf{a} \times \mathbf{b})) \wedge \mathbf{b}=(\mathbf{a} \cdot \mathbf{b})(\mathbf{a} \wedge \mathbf{b})$, and

$$
\mathbf{a} \cdot \mathbf{b}=\frac{(\mathbf{a} \times(\mathbf{a} \times \mathbf{b})) \wedge \mathbf{b}}{\mathbf{a} \wedge \mathbf{b}} \text { for } \mathbf{a} \nmid \mathbf{b}
$$

(the division is carried out in the Clifford algebra $\mathcal{C} \ell_{3}$, or it is just a ratio of two parallel bivectors).
16. $\alpha=2$.
17. $\beta=-\frac{1}{4}$.
18. 1$\lrcorner u=(1 \wedge 1)\lrcorner u=1\lrcorner(1\lrcorner u)$ and so the contraction by 1 is a projection with eigenvalues 0 and 1 . The only idempotents of $\bigwedge \mathbb{R}^{3}$ are 0 and 1 , and so 1$\lrcorner u=0$ or 1$\lrcorner u=u$, identically. The latter must be chosen, since $1\lrcorner(\mathbf{x} \cdot \mathbf{y})=1\lrcorner(\mathbf{x}\lrcorner \mathbf{y})=(1 \wedge \mathbf{x})\lrcorner \mathbf{y}=\mathbf{x}\lrcorner \mathbf{y}=\mathbf{x} \cdot \mathbf{y} \neq 0$ for some $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{3}$.
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## 4

## Pauli Spin Matrices and Spinors

In classical mechanics kinetic energy $\frac{1}{2} m v^{2}=\frac{p^{2}}{2 m}, \vec{p}=m \vec{v}$, and potential energy $W=W(\vec{r})$ sum up to the total energy ${ }^{1}$

$$
E=\frac{p^{2}}{2 m}+W
$$

Inserting differential operators for total energy and momentum,

$$
E=i \hbar \frac{\partial}{\partial t} \quad \text { and } \quad \vec{p}=-i \hbar \nabla
$$

into the above equation results in the Schrödinger equation ${ }^{2}$

$$
i \hbar \frac{\partial \psi}{\partial t}=-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi+W \psi
$$

a quantum mechanical description of the electron. The Schrödinger equation explains all atomic phenomena except those involving magnetism and relativity.

The wave function $\psi$ is complex valued, $\psi(\vec{r}, t) \in \mathbb{C}$. The square norm $|\psi|^{2}$ integrated over a region in space gives the probability of finding the electron in that region. ${ }^{3}$

The Stern \& Gerlach experiment, in 1922, showed that a beam of silver atoms splits in two in a magnetic field [there were two distinct spots on the screen, instead of a smear of silver along a line]. Uhlenbeck \& Goudsmit in 1925 proposed that silver atoms and the electron have an intrinsic angular momentum, the spin. The spin interacts with the magnetic field, and the electron goes up or down according as the spin is parallel or opposite to the vertical magnetic field.

[^10]Pauli Spin Matrices and Spinors
In an electromagnetic field $\vec{E}, \vec{B}$ with potentials $V, \vec{A}$ the Schrödinger equation becomes ${ }^{4}$

$$
\begin{equation*}
i \hbar \frac{\partial \psi}{\partial t}=\frac{1}{2 m}\left[(-i \hbar \nabla-e \vec{A})^{2}\right] \psi-e V \psi \tag{1}
\end{equation*}
$$

or after 'squaring'

$$
i \hbar \frac{\partial \psi}{\partial t}=\frac{1}{2 m}\left[-\hbar^{2} \nabla^{2}+e^{2} A^{2}+i \hbar e(\nabla \cdot \vec{A}+\vec{A} \cdot \nabla)\right] \psi-e V \psi
$$

This equation does not yet involve the spin of the electron. The differential operator, known as the generalized momentum,

$$
\vec{\pi}=\vec{p}-e \vec{A} \quad \text { where } \quad \vec{p}=-i \hbar \nabla
$$

is such that its components $\pi_{k}=p_{k}-e A_{k}$ satisfy the commutation relations

$$
\pi_{1} \pi_{2}-\pi_{2} \pi_{1}=i \hbar e B_{3} \quad \text { (permute } 1,2,3 \text { cyclically) }
$$

Pauli 1927 introduced the spin into quantum mechanics by adding a new term into the Schrödinger equation. The Pauli spin matrices

$$
\sigma_{1}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad \sigma_{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

satisfy

$$
\sigma_{1} \sigma_{2}=i \sigma_{3} \quad \text { (permute } 1,2,3 \text { cyclically) }
$$

and the anticommutation relations

$$
\sigma_{j} \sigma_{k}+\sigma_{k} \sigma_{j}=2 \delta_{j k} I
$$

Applying the above commutation and anticommutation relations, and temporarily using the old-fashioned notation

$$
\vec{\sigma} \cdot \vec{\pi}=\sigma_{1} \pi_{1}+\sigma_{2} \pi_{2}+\sigma_{3} \pi_{3}
$$

we may see that

$$
(\vec{\sigma} \cdot \vec{\pi})^{2}=\pi^{2}-\hbar e(\vec{\sigma} \cdot \vec{B})
$$

where

$$
\pi^{2}=p^{2}+e^{2} A^{2}-e(\vec{p} \cdot \vec{A}+\vec{A} \cdot \vec{p})
$$

Pauli replaced $\pi^{2}$ by $(\vec{\sigma} \cdot \vec{\pi})^{2}$ in equation (1):

$$
i \hbar \frac{\partial \psi}{\partial t}=\frac{1}{2 m}\left[\pi^{2}-\hbar e(\vec{\sigma} \cdot \vec{B})\right] \psi-e V \psi .
$$

4 A Schrödinger equation with $W=0$ is brought into this form by a gauge transformation $\psi(\vec{r}, t) \rightarrow \varphi(\vec{r}, t) e^{i \alpha(\vec{r}, t)}$, when $e V=\hbar \frac{\partial \alpha}{\partial t}$ and $e \vec{A}=\hbar \nabla \alpha$.

This Schrödinger-Pauli equation describes the spin by virtue of the term

$$
\frac{\hbar e}{2 m}(\vec{\sigma} \cdot \vec{B})
$$

The matrix $\vec{\sigma} \cdot \vec{B}$ operates on two-component column matrices with entries in $\mathbb{C}$. The wave function sends space-time points to Pauli spinors

$$
\psi(\vec{r}, t)=\binom{\psi_{1}}{\psi_{2}}, \quad \psi_{1}, \psi_{2} \in \mathbb{C},
$$

that is, it has values in the complex linear space $\mathbb{C}^{2}$.
The Schrödinger-Pauli equation in the Clifford algebra $\mathcal{C} \ell_{3}$. The multiplication rules of the Pauli spin matrices $\sigma_{1}, \sigma_{2}, \sigma_{3} \in \operatorname{Mat}(2, \mathbb{C})$ imply the matrix identity

$$
(\vec{\sigma} \cdot \vec{B})^{2}=\left(B_{1}^{2}+B_{2}^{2}+B_{3}^{2}\right) I .
$$

Thus, we may regard the set of traceless Hermitian matrices as a Euclidean space $\mathbb{R}^{3}$ with an orthonormal basis $\left\{\sigma_{1}, \sigma_{2}, \sigma_{3}\right\}$.

The length (of the representative) of a vector $\vec{B}$ is preserved under a similarity transformation $U(\vec{\sigma} \cdot \vec{B}) U^{-1}$ by a special unitary matrix $U \in S U(2)$,

$$
S U(2)=\left\{U \in \operatorname{Mat}(2, \mathbb{C}) \mid U^{\dagger} U=I, \operatorname{det} U=1\right\} .
$$

In this way, not only vectors but also rotations become represented within the matrix algebra $\operatorname{Mat}(2, \mathbb{C})$. In fact, each rotation $R \in S O(3)$ becomes represented by two matrices $\pm U \in S U(2)$, and we say that $S U(2)$ is a two-fold covering of $S O(3)$ :

$$
S O(3) \simeq \frac{S U(2)}{\{ \pm I\}} .
$$

Pauli spinors could also be replaced by square matrices with only the first column being non-zero,

$$
\psi=\left(\begin{array}{ll}
\psi_{1} & 0 \\
\psi_{2} & 0
\end{array}\right), \quad \psi_{1}, \psi_{2} \in \mathbb{C} .
$$

Such square matrix spinors form a left ideal $S$ of the matrix algebra $\operatorname{Mat}(2, \mathbb{C})$, that is, for $U \in \operatorname{Mat}(2, \mathbb{C})$ and $\psi \in S$ we also have $U \psi \in S$. ${ }^{5}$

The matrix algebra $\operatorname{Mat}(2, \mathbb{C})$ is an isomorphic image of the Clifford algebra $\mathcal{C} \ell_{3}$ of the Euclidean space $\mathbb{R}^{3}$. Thus, not only vectors in $\mathbb{R}$ and rotations in

[^11]$S O(3)$ have representatives in $\mathcal{C} \ell_{3}$, but also spinor spaces or spinor representations of the rotation group $S O(3)^{6}$ can be constructed within the Clifford algebra $\mathcal{C} \ell_{3} .{ }^{7}$

In the notation of the Clifford algebra $\mathcal{C} \ell_{3}$ we could describe Pauli's achievement by saying that he replaced $\pi^{2}=\vec{\pi} \cdot \vec{\pi}$ by $\vec{\pi}^{2}=\vec{\pi} \cdot \vec{\pi}+\vec{\pi} \wedge \vec{\pi}=\pi^{2}-\hbar e \vec{B}$ and came across the equation

$$
i \hbar \frac{\partial \psi}{\partial t}=\frac{1}{2 m}\left[\pi^{2}-\hbar e \vec{B}\right] \psi-e V \psi
$$

where $\vec{B} \in \mathbb{R}^{3} \subset \mathcal{C} \ell_{3}$ and $\psi(\vec{r}, t) \in S=\mathcal{C} \ell_{3} f, f=\frac{1}{2}\left(1+\mathbf{e}_{3}\right)$. All the arguments and functions now have values in one algebra, which will facilitate numerical computations.

In this chapter we shall study more closely the Clifford algebra $\mathcal{C} \ell_{3}$ and the spin group $\operatorname{Spin}(3)$, and reformulate once more the Schrödinger-Pauli equation in terms of $\mathcal{C} \ell_{3}$.

### 4.1 Orthogonal unit vectors, orthonormal basis

The 3-dimensional Euclidean space $\mathbb{R}^{3}$ has a basis consisting of three orthogonal unit vectors $\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}$. The Clifford algebra $\mathcal{C} \ell_{3}$ of $\mathbb{R}^{3}$ is the real associative algebra generated by the set $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$ satisfying the relations

$$
\begin{aligned}
& \mathbf{e}_{1}^{2}=1, \quad \mathbf{e}_{2}^{2}=1, \quad \mathbf{e}_{3}^{2}=1 \\
& \mathbf{e}_{1} \mathbf{e}_{2}=-\mathbf{e}_{2} \mathbf{e}_{1}, \quad \mathbf{e}_{1} \mathbf{e}_{3}=-\mathbf{e}_{3} \mathbf{e}_{1}, \quad \mathbf{e}_{2} \mathbf{e}_{3}=-\mathbf{e}_{3} \mathbf{e}_{2} .
\end{aligned}
$$

The Clifford algebra $\mathcal{C} \ell_{3}$ is 8 -dimensional with the following basis:

| 1 | the scalar |
| :--- | :--- |
| $\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}$ | vectors |
| $\mathbf{e}_{1} \mathbf{e}_{2}, \mathbf{e}_{1} \mathbf{e}_{3}, \mathbf{e}_{2} \mathbf{e}_{3}$ | bivectors |
| $\mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{3}$ | a volume element. |

We abbreviate the unit bivectors as $\mathbf{e}_{i j}=\mathbf{e}_{i} \mathbf{e}_{j}$, when $i \neq j$, and the unit oriented volume element as $\mathbf{e}_{123}=\mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{3}$. An arbitrary element in $\mathcal{C} \ell_{3}$ is a sum of a scalar, a vector, a bivector and a volume element, and can be written as $\alpha+\mathbf{a}+\mathbf{b} \mathbf{e}_{123}+\beta \mathbf{e}_{123}$, where $\alpha, \beta \in \mathbb{R}$ and $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{3}$.
Example. Compute the product $\mathbf{e}_{12} \mathbf{e}_{13}$. By definition $\mathbf{e}_{12} \mathbf{e}_{13}=\left(\mathbf{e}_{1} \mathbf{e}_{2}\right)\left(\mathbf{e}_{1} \mathbf{e}_{3}\right)$

[^12]and by associativity $\left(\mathbf{e}_{1} \mathbf{e}_{2}\right)\left(\mathbf{e}_{1} \mathbf{e}_{3}\right)=\mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{1} \mathbf{e}_{3}$. Use anticommutativity, $\mathbf{e}_{1} \mathbf{e}_{2}=$ $-\mathbf{e}_{2} \mathbf{e}_{1}$, and substitute $\mathbf{e}_{1}^{2}=1$ to get $\mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{1} \mathbf{e}_{3}=-\mathbf{e}_{1}^{2} \mathbf{e}_{2} \mathbf{e}_{3}=-\mathbf{e}_{23}$.

Imaginary units. The three unit bivectors $\mathbf{e}_{1} \mathbf{e}_{2}, \mathbf{e}_{1} \mathbf{e}_{3}, \mathbf{e}_{2} \mathbf{e}_{3}$ represent unit oriented plane segments as well as generators of rotations in the coordinate planes, and share the basic property of the imaginary unit, $\left(\mathbf{e}_{i} \mathbf{e}_{j}\right)^{2}=-1$ for $i \neq j$. The oriented volume element $\mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{3}$ also shares the basic property of the imaginary unit, $\left(\mathrm{e}_{1} \mathrm{e}_{2} \mathrm{e}_{3}\right)^{2}=-1$, and furthermore it commutes with all the elements in $\mathcal{C} \ell_{3}$. The unit oriented volume element $\mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{3}$ represents the duality operator, which swaps plane segments and line segments orthogonal to the plane segments.

### 4.2 Matrix representation of $\mathcal{C} \ell_{3}$

The set of $2 \times 2$-matrices with complex numbers as entries is denoted by $\operatorname{Mat}(2, \mathbb{C})$. Mostly we shall regard this set as a real algebra with scalar multiplication taken over the real numbers in $\mathbb{R}$ although the matrix entries are in the complex field $\mathbb{C}$. The Pauli spin matrices

$$
\sigma_{1}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad \sigma_{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

satisfy the multiplication rules

$$
\begin{aligned}
& \sigma_{1}^{2}=\sigma_{2}^{2}=\sigma_{3}^{2}=I \quad \text { and } \\
& \sigma_{1} \sigma_{2}=i \sigma_{3}=-\sigma_{2} \sigma_{1} \\
& \sigma_{3} \sigma_{1}=i \sigma_{2}=-\sigma_{1} \sigma_{3} \\
& \sigma_{2} \sigma_{3}=i \sigma_{1}=-\sigma_{3} \sigma_{2}
\end{aligned}
$$

They also generate the real algebra $\operatorname{Mat}(2, \mathbb{C})$. The correspondences $\mathbf{e}_{1} \simeq \sigma_{1}$, $\mathbf{e}_{2} \simeq \sigma_{2}, \mathbf{e}_{3} \simeq \sigma_{3}$ establish an isomorphism between the real algebras, $\mathcal{C} \ell_{3} \simeq$ $\operatorname{Mat}(2, \mathbb{C})$, with the following correspondences of the basis elements:

| $\operatorname{Mat}(2, \mathbb{C})$ | $\mathcal{C} \ell_{3}$ |
| :--- | :--- |
| $I$ | 1 |
| $\sigma_{1}, \sigma_{2}, \sigma_{3}$ |  |
| $\sigma_{1} \sigma_{2}, \sigma_{1} \sigma_{3}, \sigma_{2} \sigma_{3}$ | $\mathbf{e}_{12}, \mathbf{e}_{2}, \mathbf{e}_{13}, \mathbf{e}_{23}$ |
| $\sigma_{1} \sigma_{2} \sigma_{3}$ | $\mathbf{e}_{123}$ |

Note that $\mathbf{e}_{i j}=-\mathbf{e}_{j i}$ for $i \neq j$. The essential difference between the Clifford algebra $\mathcal{C} \ell_{3}$ and its matrix image $\operatorname{Mat}(2, \mathbb{C})$ is that in the Clifford algebra $\mathcal{C} \ell_{3}$ we will, in its definition, distinguish a particular subspace, the vector space $\mathbb{R}^{3}$,
in which the square of a vector equals its length squared, that is, $\mathbf{r}^{2}=|\mathbf{r}|^{2}$. No such distinguished subspace has been singled out in the definition of the matrix algebra $\operatorname{Mat}(2, \mathbb{C})$. Instead, we have chosen the traceless Hermitian matrices to represent $\mathbb{R}^{3}$, and thereby added extra structure to $\operatorname{Mat}(2, \mathbb{C})$. ${ }^{8}$

### 4.3 The center of $\mathcal{C} \ell_{3}$

The element $\mathbf{e}_{123}$ commutes with all the vectors $\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}$ and therefore with every element of $\mathcal{C} \ell_{3}$. In other words, elements of the form

$$
x+y \mathbf{e}_{123} \simeq\left(\begin{array}{cc}
x+i y & 0 \\
0 & x+i y
\end{array}\right)
$$

commute with all the elements in $\mathcal{C} \ell_{3}$. The subalgebra of scalars and 3 -vectors

$$
\mathbb{R} \oplus \bigwedge^{3} \mathbb{R}^{3}=\left\{x+y \mathbf{e}_{123} \mid x, y \in \mathbb{R}\right\}
$$

is the center $\operatorname{Cen}\left(\mathcal{C} \ell_{3}\right)$ of $\mathcal{C} \ell_{3}$, that is, it consists of those elements of $\mathcal{C} \ell_{3}$ which commute with every element of $\mathcal{C} \ell_{3}$. Note that $\sigma_{1} \sigma_{2} \sigma_{3}=i I$. Since $\mathbf{e}_{123}^{2}=-1$, the center of $\mathcal{C} \ell_{3}$ is isomorphic to the complex field $\mathbb{C}$, that is,

$$
\operatorname{Cen}\left(\mathcal{C} \ell_{3}\right)=\mathbb{R} \oplus \bigwedge^{3} \mathbb{R}^{3} \simeq \mathbb{C}
$$

### 4.4 The even subalgebra $\mathcal{C} \ell_{3}^{+}$

The elements 1 and $\mathbf{e}_{12}=\mathbf{e}_{1} \mathbf{e}_{2}, \mathbf{e}_{13}=\mathbf{e}_{1} \mathbf{e}_{3}, \mathbf{e}_{23}=\mathbf{e}_{2} \mathbf{e}_{3}$ are called even, because they are products of an even number of vectors. The even elements are represented by the following matrices:

$$
w+x \mathbf{e}_{23}+y \mathbf{e}_{31}+z \mathbf{e}_{12} \simeq\left(\begin{array}{cc}
w+i z & i x+y \\
i x-y & w-i z
\end{array}\right)
$$

The even elements form a real subspace

$$
\begin{aligned}
& \mathbb{R} \oplus \bigwedge^{2} \mathbb{R}^{3}=\left\{w+x \mathbf{e}_{23}+y \mathbf{e}_{31}+z \mathbf{e}_{12} \mid w, x, y, z \in \mathbb{R}\right\} \\
& \simeq\left\{w I+x i \sigma_{1}+y i \sigma_{2}+z i \sigma_{3} \mid w, x, y, z \in \mathbb{R}\right\}
\end{aligned}
$$

8 We could also have chosen, for the representatives of the anticommuting (and therefore orthogonal) unit vectors in $\mathbb{R}^{3}$, the following matrices:

$$
u_{1}=\frac{1}{4}\left(\begin{array}{cc}
3 i & 5 \\
5 & -3 i
\end{array}\right), \quad u_{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad u_{3}=\frac{1}{4}\left(\begin{array}{cc}
5 & -3 i \\
-3 i & -5
\end{array}\right)
$$

that is, $u_{1}=\frac{1}{4}\left(5 \sigma_{1}+3 \sigma_{1} \sigma_{2}\right), u_{2}=\sigma_{2}, u_{3}=\frac{1}{4}\left(5 \sigma_{3}-3 \sigma_{2} \sigma_{3}\right)$. These matrices are non-Hermitian and satisfy $u_{\jmath} u_{k}+u_{k} u_{\jmath}=2 \delta_{\jmath k} I$.
which is closed under multiplication. Thus, the subspace $\mathbb{R} \oplus \bigwedge^{2} \mathbb{R}^{3}$ is a subalgebra, called the even subalgebra of $\mathcal{C} \ell_{3}$. We will denote the even subalgebra by even $\left(\mathcal{C} \ell_{3}\right)$ or for short by $\mathcal{C} \ell_{3}^{+}$. The even subalgebra is isomorphic to the division ring of quaternions $\mathbb{H}$, as can be seen by the following correspondences:

| $\mathbb{H}$ | $\mathcal{C} \ell_{3}^{+}$ |
| :---: | :---: |
| $i$ | $-\mathbf{e}_{23}$ |
| $j$ | $-\mathbf{e}_{31}$ |
| $k$ | $-\mathbf{e}_{12}$ |

Remark. The Clifford algebra $\mathcal{C} \ell_{3}$ contains two subalgebras, isomorphic to $\mathbb{C}$ [the center] and $\mathbb{H}$ [the even subalgebra], in such a way that [temporarily we denote these subalgebras by their isomorphic images]

1. $a b=b a$ for $a \in \mathbb{C}$ and $b \in \mathbb{H}$,
2. $\mathcal{C} \ell_{3}$ is generated as a real algebra by $\mathbb{C}$ and $\mathbb{H}$,
3. $(\operatorname{dim} \mathbb{C})(\operatorname{dim} \mathbb{H})=\operatorname{dim} \mathcal{C} \ell_{3}$.

These three observations can be expressed as

$$
\mathbb{C} \otimes \mathbb{H} \simeq \mathcal{C} \ell_{3}
$$

### 4.5 Involutions of $\mathcal{C} \ell_{3}$

The Clifford algebra $\mathcal{C} \ell_{3}$ has three involutions similar to complex conjugation. Take an arbitrary element

$$
u=\langle u\rangle_{0}+\langle u\rangle_{1}+\langle u\rangle_{2}+\langle u\rangle_{3} \quad \text { in } \quad \mathcal{C} \ell_{3},
$$

written as a sum of a scalar $\langle u\rangle_{0}$, a vector $\langle u\rangle_{1}$, a bivector $\langle u\rangle_{2}$ and a volume element $\langle u\rangle_{3}$. We introduce the following involutions:

$$
\begin{array}{ll}
\hat{u}=\langle u\rangle_{0}-\langle u\rangle_{1}+\langle u\rangle_{2}-\langle u\rangle_{3}, & \text { grade involution, } \\
\tilde{u}=\langle u\rangle_{0}+\langle u\rangle_{1}-\langle u\rangle_{2}-\langle u\rangle_{3}, & \text { reversion, } \\
\bar{u}=\langle u\rangle_{0}-\langle u\rangle_{1}-\langle u\rangle_{2}+\langle u\rangle_{3}, & \text { Clifford-conjugation. }
\end{array}
$$

Clifford-conjugation is a composition of the two other involutions: $\bar{u}=\hat{u}^{\sim}=$ $\tilde{u}^{\wedge}$.

The correspondences $\sigma_{1} \simeq \mathbf{e}_{1}, \sigma_{2} \simeq \mathbf{e}_{2}, \sigma_{3} \simeq \mathbf{e}_{3}$ fix the following representations for the involutions:

$$
\begin{aligned}
& u \simeq\left(\begin{array}{cc}
a & b \\
c & d
\end{array}\right), \quad a, b, c, d \in \mathbb{C} \\
& \hat{u} \simeq\left(\begin{array}{cc}
d^{*} & -c^{*} \\
-b^{*} & a^{*}
\end{array}\right), \quad \tilde{u} \simeq\left(\begin{array}{cc}
a^{*} & c^{*} \\
b^{*} & d^{*}
\end{array}\right), \quad \bar{u} \simeq\left(\begin{array}{cc}
d & -b \\
-c & a
\end{array}\right),
\end{aligned}
$$

where the asterisk denotes complex conjugation. We recognize that the reverse $\tilde{u}$ is represented by the Hermitian conjugate $u^{\dagger}$ and the Clifford-conjugate $\bar{u}$ by the matrix $u^{-1} \operatorname{det} u \in \operatorname{Mat}(2, \mathbb{R})$ [for an invertible $u$ ].

The grade involution is an automorphism, that is,

$$
\widehat{u v}=\hat{u} \hat{v},
$$

while the reversion and the conjugation are anti-automorphisms, that is,

$$
\widetilde{u v}=\tilde{v} \tilde{u} \quad \text { and } \quad \overline{u v}=\bar{v} \bar{u}
$$

The grade involution induces the even-odd grading of $\mathcal{C} \ell_{3}=\mathcal{C} \ell_{3}^{+} \oplus \mathcal{C} \ell_{3}^{-}$.
The reversion can be used to extend the norm from $\mathbb{R}^{3}$ to all of $\mathcal{C} \ell_{3}$ by setting

$$
|u|^{2}=\langle u \tilde{u}\rangle_{0} .
$$

The norm of

$$
u=u_{0}+u_{1} \mathbf{e}_{1}+u_{2} \mathbf{e}_{2}+u_{3} \mathbf{e}_{3}+u_{12} \mathbf{e}_{12}+u_{13} \mathbf{e}_{13}+u_{23} \mathbf{e}_{23}+u_{123} \mathbf{e}_{123}
$$

can be obtained from

$$
|u|^{2}=\left|u_{0}\right|^{2}+\left|u_{1}\right|^{2}+\left|u_{2}\right|^{2}+\left|u_{3}\right|^{2}+\left|u_{12}\right|^{2}+\left|u_{13}\right|^{2}+\left|u_{23}\right|^{2}+\left|u_{123}\right|^{2} .
$$

The norm satisfies the inequality

$$
|u v| \leq \sqrt{2}|u \| v| \quad \text { for } \quad u, v \in \mathcal{C} \ell_{3}
$$

The conjugation can be used to determine the inverse

$$
u^{-1}=\frac{\bar{u}}{u \bar{u}}
$$

of $u \in \mathcal{C} \ell_{3}, u \bar{u} \neq 0$. The element $u \bar{u}=\bar{u} u$ is in the center $\mathbb{R} \oplus \bigwedge^{3} \mathbb{R}^{3}$ of $\mathcal{C} \ell_{3}$, so that division by it is unambiguous.

### 4.6 Reflections and rotations

In the Euclidean space $\mathbb{R}^{3}$ the vectors $\mathbf{r}$ and $\mathbf{a r a}^{-1}=2(\mathbf{a} \cdot \mathbf{r}) \mathbf{a}^{-1}-\mathbf{r}$ are symmetric with respect to the axis a [use the definition of the Clifford product, $\mathbf{a r}+\mathbf{r a}=2 \mathbf{a} \cdot \mathbf{r}]$. The opposite of $\mathbf{a r a}^{-1}$, the vector

$$
-\mathbf{a r a}^{-1}=\mathbf{r}-2 \frac{\mathbf{a} \cdot \mathbf{r}}{\mathbf{a}^{2}} \mathbf{a}
$$

is obtained by reflecting $\mathbf{r}$ across the mirror perpendicular to a [reflection across the plane $\mathbf{a e}_{123}$ ].


Two successive reflections in planes perpendicular to $\mathbf{a}$ and $\mathbf{b}$ result in a rotation $\mathbf{r} \rightarrow \mathbf{b a r a}^{-1} \mathbf{b}^{-1}$ around the axis which is perpendicular to both $\mathbf{a}$ and $\mathbf{b}$. Indeed, $\mathbf{r}$ can be decomposed as $\mathbf{r}=\mathbf{r}_{\|}+\mathbf{r}_{\perp}$ where $\mathbf{r}_{\|}$and $\mathbf{r}_{\perp}$ are parallel and perpendicular, respectively, to the plane of $\mathbf{a}$ and $\mathbf{b}$. The perpendicular component $\mathbf{r}_{\perp}$ remains invariant under both the reflections while the two successive reflections together rotate the parallel component $\mathbf{r}_{\| \mid}$in the plane of $\mathbf{a}$ and $\mathbf{b}$ by twice the angle between $\mathbf{a}$ and $\mathbf{b}$.

Consider a vector $\mathbf{a}=a_{1} \mathbf{e}_{1}+a_{2} \mathbf{e}_{2}+a_{3} \mathbf{e}_{3}$ and the bivector $\mathbf{a e}_{123}=a_{1} \mathbf{e}_{23}+$ $a_{2} \mathbf{e}_{31}+a_{3} \mathbf{e}_{12}$ dual to $\mathbf{a}$. The vector a has positive square

$$
\mathbf{a}^{2}=|\mathbf{a}|^{2}, \quad \text { where } \quad|\mathbf{a}|=\sqrt{a_{1}^{2}+a_{2}^{2}+a_{3}^{2}}
$$

but the bivector $\mathbf{a e}_{123}$ has negative square

$$
\left(\mathbf{a e}_{123}\right)^{2}=-|\mathbf{a}|^{2} .
$$

It follows that

$$
\exp \left(\mathbf{a e}_{123}\right)=\cos \alpha+\mathbf{e}_{123} \frac{\mathbf{a}}{\alpha} \sin \alpha
$$

where $\alpha=|\mathbf{a}|$. A spatial rotation of the vector $\mathbf{r}=x \mathbf{e}_{1}+y \mathbf{e}_{2}+z \mathbf{e}_{3}$ around the axis a by the angle $\alpha$ is given by

$$
\mathbf{r} \rightarrow a \mathbf{r} a^{-1}, \quad a=\exp \left(\frac{1}{2} \mathbf{a} \mathbf{e}_{123}\right)
$$

The sense of the rotation is clockwise when regarded from the arrow-head of a. The axis of two consecutive rotations around the axes $\mathbf{a}$ and $\mathbf{b}$ is given by the Rodrigues formula

$$
\mathbf{c}^{\prime}=\frac{\mathbf{a}^{\prime}+\mathbf{b}^{\prime}+\mathbf{a}^{\prime} \times \mathbf{b}^{\prime}}{1-\mathbf{a}^{\prime} \cdot \mathbf{b}^{\prime}} \quad \text { where } \quad \mathbf{a}^{\prime}=\frac{\mathbf{a}}{\alpha} \tan \frac{\alpha}{2}
$$

This result is obtained by dividing both sides of the formula

$$
\exp \left(\frac{1}{2} \mathbf{c} \mathbf{e}_{123}\right)=\exp \left(\frac{1}{2} \mathbf{b} \mathbf{e}_{123}\right) \exp \left(\frac{1}{2} \mathbf{a e}_{123}\right)
$$

by their scalar parts and then by inspecting the bivector parts.

### 4.7 The group Spin(3)

The Clifford algebra $\mathcal{C} \ell_{3}$ of $\mathbb{R}^{3}$ can be employed to construct the universal covering group for the rotation group $S O(3)$ of $\mathbb{R}^{3}$. A vector $\mathbf{x} \in \mathbb{R}^{3}$ can be rotated by the formula

$$
\mathbb{R}^{3} \rightarrow \mathbb{R}^{3}, \mathbf{x} \rightarrow \rho(s) \mathbf{x}=s \mathbf{x} s^{-1}
$$

where $s$ is an element of the group

$$
\operatorname{Spin}(3)=\left\{s \in \mathcal{C} \ell_{3} \mid \tilde{s} s=1, \bar{s} s=1\right\}
$$

The group Spin(3), called the spin group, is a two-fold covering group of the rotation group $S O(3)$.

In the matrix formulation provided by the Pauli spin matrices, the spin group $\operatorname{Spin}(3)$ has an isomorphic image, the special unitary group

$$
S U(2)=\left\{s \in \operatorname{Mat}(2, \mathbb{C}) \mid s^{\dagger} s=I, \operatorname{det} s=1\right\} .
$$

For an element $s \in S U(2)$ the function $\mathbf{x} \rightarrow \rho(s) \mathbf{x}=s \mathbf{x} s^{\dagger}$ is a rotation of the Euclidean space of traceless Hermitian matrices,

$$
\left\{\mathbf{x} \in \operatorname{Mat}(2, \mathbb{C}) \mid \operatorname{trace}(\mathbf{x})=0, \mathbf{x}^{\dagger}=\mathbf{x}\right\} \simeq \mathbb{R}^{3}
$$

Every element in $S O(3)$ can be represented by a matrix in $S U(2)$. There are two matrices $s$ and $-s$ in $S U(2)$ representing the same rotation $R=\rho( \pm s) \in$ $S O(3)$. In other words, the group homomorphism $\rho: \mathbf{S p i n}(3) \rightarrow S O(3)$ is surjective with kernel $\{ \pm 1\}$. This can be depicted by a sequence

$$
1 \longrightarrow\{ \pm 1\} \longrightarrow \mathbf{S p i n}(3) \xrightarrow{\rho} S O(3) \longrightarrow 1
$$

which is exact, that is, the image of a homomorphism coincides with the kernel of the successive homomorphism.

The spin group $\operatorname{Spin}(3)$ is a universal cover of the rotation group $S O(3)$, that is, the Lie group $\operatorname{Spin}(3)$ is simply connected. ${ }^{9}$ The group $S O(3)$ is doubly connected. ${ }^{10}$

[^13]
### 4.8 Pauli spinors

In the non-relativistic theory of the spinning electron one considers column matrices, the Pauli spinors

$$
\psi=\binom{\psi_{1}}{\psi_{2}} \in \mathbb{C}^{2} \quad \text { where } \quad \psi_{1}, \psi_{2} \in \mathbb{C}
$$

An isomorphic complex linear space is obtained if one replaces Pauli spinors by the square matrix spinors

$$
\psi=\left(\begin{array}{ll}
\psi_{1} & 0 \\
\psi_{2} & 0
\end{array}\right)
$$

where only the first column is non-zero. The fact that only the first column is non-zero can be expressed as

$$
\psi \in \operatorname{Mat}(2, \mathbb{C}) f \quad \text { where } \quad f=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)
$$

We shall regard the correspondences $\mathbf{e}_{1} \simeq \sigma_{1}, \mathbf{e}_{2} \simeq \sigma_{2}, \mathbf{e}_{3} \simeq \sigma_{3}$ as an identification between $\mathcal{C} \ell_{3}$ and $\operatorname{Mat}(2, \mathbb{C})$. If we multiply $\psi \in \operatorname{Mat}(2, \mathbb{C}) f$ on the left by an arbitrary element $u \in \mathcal{C} \ell_{3}=\operatorname{Mat}(2, \mathbb{C})$, then the result is also of the same type:

$$
\left(\begin{array}{ll}
u_{11} & u_{12} \\
u_{21} & u_{22}
\end{array}\right)\left(\begin{array}{ll}
\psi_{1} & 0 \\
\psi_{2} & 0
\end{array}\right)=\left(\begin{array}{ll}
\varphi_{1} & 0 \\
\varphi_{2} & 0
\end{array}\right) .
$$

Such matrices, with only the first column being non-zero, form a left ideal $S$ of $\mathcal{C} \ell_{3}$, that is,

$$
u \psi \in S \quad \text { for all } \quad u \in \mathcal{C} \ell_{3} \quad \text { and } \quad \psi \in S \subset \mathcal{C} \ell_{3}
$$

This left ideal $S$ of $\mathcal{C} \ell_{3}$ contains no left ideal other than $S$ itself and the zero ideal $\{0\}$. Such a left ideal is called minimal in $\mathcal{C} \ell_{3}$.

As a real linear space, $S$ has a basis $\left\{f_{0}, f_{1}, f_{2}, f_{3}\right\}$ where

$$
\begin{aligned}
f_{0}=\frac{1}{2}\left(1+\mathbf{e}_{3}\right) & \simeq\left(\begin{array}{cc}
1 & 0 \\
0 & 0
\end{array}\right) \\
f_{1}=\frac{1}{2}\left(\mathbf{e}_{23}+\mathbf{e}_{2}\right) & \simeq\left(\begin{array}{cc}
0 & 0 \\
i & 0
\end{array}\right) \\
f_{2}=\frac{1}{2}\left(\mathbf{e}_{31}-\mathbf{e}_{1}\right) & \simeq\left(\begin{array}{cc}
0 & 0 \\
-1 & 0
\end{array}\right) \\
f_{3}=\frac{1}{2}\left(\mathbf{e}_{12}+\mathbf{e}_{123}\right) & \simeq\left(\begin{array}{cc}
i & 0 \\
0 & 0
\end{array}\right)
\end{aligned}
$$

The element $f=f_{0}$ is an idempotent, that is, $f^{2}=f$.

The subset

$$
\mathbb{F}=f \mathcal{C} \ell_{3} f \simeq\left\{\left.\left(\begin{array}{ll}
c & 0 \\
0 & 0
\end{array}\right) \right\rvert\, c \in \mathbb{C}\right\}
$$

of $\mathcal{C} \ell_{3}$ is a subring with unity $f$, that is, $a f=f a$ for $a \in \mathbb{F}$. None of the elements of $\mathbb{F}$ is invertible as an element of $\mathcal{C} \ell_{3}$, but for each non-zero $a \in \mathbb{F}$ there is a unique $b \in \mathbb{F}$ such that $a b=f$. Thus, $\mathbb{F}$ is a division ring with unity $f$ [this follows from the idempotent $f$ being primitive in $\mathcal{C} \ell_{3}$ ]. As a $2-$ dimensional real division algebra $\mathbb{F}$ must be isomorphic to $\mathbb{C}$. The isomorphism $\mathbb{F} \simeq \mathbb{C}$ is seen by the equation $f_{3}^{2}=-f_{0}$ relating the basis elements $\left\{f_{0}, f_{3}\right\}$ of the real algebra $\mathbb{F}$.
Comment. The multiplication of an element $\psi$ of the real linear space $S$ on the left by an arbitrary even element $u \in \mathcal{C} \ell_{3}^{+}$, expressed in coordinate form in the basis $\left\{f_{0}, f_{1}, f_{2}, f_{3}\right\}$,

$$
u \psi=\left(u_{0}+u_{1} \mathbf{e}_{23}+u_{2} \mathbf{e}_{31}+u_{3} \mathbf{e}_{23}\right)\left(\psi_{0} f_{0}+\psi_{1} f_{1}+\psi_{2} f_{2}+\psi_{3} f_{3}\right)
$$

corresponds to the matrix multiplication

$$
u \psi \simeq\left(\begin{array}{cccc}
u_{0} & -u_{1} & -u_{2} & -u_{3} \\
u_{1} & u_{0} & u_{3} & -u_{2} \\
u_{2} & -u_{3} & u_{0} & u_{1} \\
u_{3} & u_{2} & -u_{1} & u_{0}
\end{array}\right)\left(\begin{array}{c}
\psi_{0} \\
\psi_{1} \\
\psi_{2} \\
\psi_{3}
\end{array}\right)
$$

The square matrices corresponding to the left multiplication by even elements constitute a subring of $\operatorname{Mat}(4, \mathbb{R})$; this subring is an isomorphic image of the quaternion ring $\mathbb{H}$.

The minimal left ideal

$$
S=\mathcal{C} \ell_{3} f \simeq\left\{\left.\left(\begin{array}{ll}
\psi_{1} & 0 \\
\psi_{2} & 0
\end{array}\right) \right\rvert\, \psi_{1}, \psi_{2} \in \mathbb{C}\right\}
$$

has a natural right $\mathbb{F}$-linear structure defined by

$$
S \times \mathbb{F} \rightarrow S,(\psi, \lambda) \rightarrow \psi \lambda
$$

We shall provide the minimal left ideal $S$ with this right $\mathbb{F}$-linear structure, and call it a spinor space. ${ }^{11}$

The map $\mathcal{C} \ell_{3} \rightarrow \operatorname{End}_{\mathbb{T}} S, u \rightarrow \tau(u)$, where $\tau(u)$ is defined by the relation $\tau(u) \psi=u \psi$, is a real algebra isomorphism. Employing the basis $\left\{f_{0},-f_{2}\right\}$ for the $\mathbb{F}$-linear space $S$, the elements $\tau\left(\mathbf{e}_{1}\right), \tau\left(\mathbf{e}_{2}\right), \tau\left(\mathbf{e}_{3}\right)$ will be represented by the matrices $\sigma_{1}, \sigma_{2}, \sigma_{3}$. In this way the Pauli matrices are reproduced.

11 Note that multiplying a matrix $\psi$ in $S$, a left ideal, on the left by $\lambda \in \mathbb{F}$ does not result in a left $\mathbb{F}$-linear structure.

There is a natural way to introduce scalar products on the spinor space $S \subset \mathcal{C} \ell_{3}$. First, note that for all $\psi, \varphi \in S$ the product

$$
\tilde{\psi} \varphi \simeq\left(\begin{array}{cc}
\psi_{1}^{*} & \psi_{2}^{*} \\
0 & 0
\end{array}\right)\left(\begin{array}{cc}
\varphi_{1} & 0 \\
\varphi_{2} & 0
\end{array}\right)=\left(\begin{array}{cc}
\psi_{1}^{*} \varphi_{1}+\psi_{2}^{*} \varphi_{2} & 0 \\
0 & 0
\end{array}\right)
$$

falls in the division ring $\mathbb{F}\left(z \rightarrow z^{*}\right.$ means complex conjugation $)$. To show that the map

$$
S \times S \rightarrow \mathbb{F},(\psi, \varphi) \rightarrow \tilde{\psi} \varphi
$$

defines a scalar product we only have to verify that the reversion $\psi \rightarrow \tilde{\psi}$ is a right-to-left $\mathbb{F}$-semilinear map. For all $\psi \in S, \lambda \in \mathbb{F}$ we have $(\psi \lambda)^{\sim}=\tilde{\lambda} \tilde{\psi}$ where the map $\lambda \rightarrow \tilde{\lambda}$ is an anti-involution of the division algebra $\mathbb{F}$ (actually complex conjugation).

Multiplying a spinor $\psi \in S \subset \mathcal{C} \ell_{3}$ by an element $s \in \mathcal{C} \ell_{3}$ is a right $\mathbb{F}$ linear transformation $S \rightarrow S, \psi \rightarrow s \psi$. The automorphism group of the scalar product is formed by those right $\mathbb{F}$-linear transformations which preserve the scalar product, that is,

$$
(s \psi)^{\sim}(s \varphi)=\tilde{\psi} \varphi \text { for all } \psi, \varphi \in S
$$

The automorphism group of the scalar product $\tilde{\psi} \varphi$ is seen to be the group $\left\{s \in \mathcal{C} \ell_{3} \mid \tilde{s} s=1\right\}$ which is isomorphic to the group of unitary $2 \times 2$-matrices,

$$
U(2)=\left\{s \in \operatorname{Mat}(2, \mathbb{C}) \mid s^{\dagger} s=I\right\} .
$$

We can also use the Clifford conjugate $u \rightarrow \bar{u}$ of $\mathcal{C} \ell_{3}$ to introduce a scalar product for spinors. In this case, the element

$$
\bar{\psi} \varphi \simeq\left(\begin{array}{cc}
0 & 0 \\
-\psi_{2} & \psi_{1}
\end{array}\right)\left(\begin{array}{cc}
\varphi_{1} & 0 \\
\varphi_{2} & 0
\end{array}\right)=\left(\begin{array}{cc}
0 & 0 \\
\psi_{1} \varphi_{2}-\psi_{2} \varphi_{1} & 0
\end{array}\right)
$$

does not appear in the division ring $\mathbb{F}=f \mathcal{C} \ell_{3} f$. However, we can find an invertible element $a \in \mathcal{C} \ell_{3}$ so that $a \bar{\psi} \varphi \in \mathbb{F}$, e.g. $a=\mathbf{e}_{1}$ or $a=\mathbf{e}_{31}$. The map

$$
S \times S \rightarrow \mathbb{F},(\psi, \varphi) \rightarrow a \bar{\psi} \varphi
$$

defines a scalar product. Writing

$$
J=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)
$$

we find that $a \bar{\psi} \varphi \simeq \tau(\psi)^{\top} J \tau(\varphi)$. Hence, the automorphism group $\left\{s \in \mathcal{C} \ell_{3} \mid\right.$ $\bar{s} s=1\}$ of the scalar product $a \bar{\psi} \varphi$ is the group of symplectic $2 \times 2$-matrices,

$$
S p(2, \mathbb{C})=\left\{s \in \operatorname{Mat}(2, \mathbb{C}) \mid s^{\top} J s=J\right\}
$$

### 4.9 Spinor operators

Up till now spinors have been objects which have been operated upon. Next we will replace such passive spinors by active spinor operators. Instead of spinors

$$
\psi=\left(\begin{array}{ll}
\psi_{1} & 0 \\
\psi_{2} & 0
\end{array}\right) \in \mathcal{C} \ell_{3} f
$$

in minimal left ideals we will consider the following even elements:

$$
\Psi=2 \operatorname{even}(\psi)=\left(\begin{array}{cc}
\psi_{1} & -\psi_{2}^{*} \\
\psi_{2} & \psi_{1}^{*}
\end{array}\right) \in \mathcal{C} \ell_{3}^{+},
$$

also computed as $\Psi=\psi+\hat{\psi}$ for $\psi \in \mathcal{C} \ell_{3} f$. Classically, the expectation values of the components of the spin have been determined in terms of the column spinor $\psi \in \mathbb{C}^{2}$ by computing the following three real numbers:

$$
s_{1}=\psi^{\dagger} \sigma_{1} \psi, \quad s_{2}=\psi^{\dagger} \sigma_{2} \psi, \quad s_{3}=\psi^{\dagger} \sigma_{3} \psi
$$

In terms of $\psi \in \mathcal{C} \ell_{3} f$ this computation could be repeated as

$$
s_{1}=2\left\langle\psi \mathbf{e}_{1} \tilde{\psi}\right\rangle_{0}, \quad s_{2}=2\left\langle\psi \mathbf{e}_{2} \tilde{\psi}\right\rangle_{0}, \quad s_{3}=2\left\langle\psi \mathbf{e}_{3} \tilde{\psi}\right\rangle_{0}
$$

However, in terms of $\Psi \in \mathcal{C} \ell_{3}^{+}$we may compute $\mathbf{s}=s_{1} \mathbf{e}_{1}+s_{2} \mathbf{e}_{2}+s_{3} \mathbf{e}_{3}$ directly as

$$
\mathbf{s}=\Psi e_{3} \tilde{\Psi}
$$

Since $\Psi$ acts here like an operator, we call it a spinor operator. It should be emphasized that not only did we get all the components of the spin vector s at one stroke, but we also got the entity $s$ as a whole.
Remark. The mapping $\mathcal{C} \ell_{3}^{+} \rightarrow \mathbb{R}^{3}, \Psi \rightarrow \Psi \sigma_{3} \Psi^{\dagger}=\Psi \mathrm{e}_{3} \tilde{\Psi}$ is the $K S$ transformation (introduced by Kustaanheimo \& Stiefel 1965) for spinor regularization of Kepler motion, and its restriction to norm-one spinor operators $\Psi$ satisfying $\Psi \tilde{\Psi}=1$ (or equivalently $\Psi \Psi^{\dagger}=I$ ) results in a Hopf fibration $S^{3} \rightarrow S^{2}$ (the matrix $\Psi \sigma_{3} \Psi^{\dagger}$ is both unitary and involutory and represents a reflection of the spinor space with axis $\psi$ ).

The above mapping should not be confused with the 'Cartan map', see Car$\tan 1966$ p. 41 and Keller \& Rodríguez-Romo 1991 p. 1591. A 'Cartan map' $\mathbb{C}^{2} \times \mathbb{C}^{2} \rightarrow \mathcal{C} \ell_{3},(\psi, \varphi) \rightarrow 2 \psi \mathbf{e}_{1} \bar{\varphi}$, where $\mathbb{C}^{2}=\mathcal{C} \ell_{3} f$, sends a pair of square matrix spinors to a complex 4 -vector $x_{0}+\mathbf{x}$,

$$
x_{0}=-\left(\psi_{1} \varphi_{2}-\psi_{2} \varphi_{1}\right), \quad \mathbf{x}=\left(\begin{array}{c}
\psi_{1} \varphi_{1}-\psi_{2} \varphi_{2} \\
i\left(\psi_{1} \varphi_{1}+\psi_{2} \varphi_{2}\right) \\
-\left(\psi_{1} \varphi_{2}+\psi_{2} \varphi_{1}\right)
\end{array}\right)
$$

When $\psi=\varphi, \mathbf{x}^{2}=0$.
Note also that $\operatorname{trace}\left(\psi \psi^{\dagger}\right)=2\langle\psi \tilde{\psi}\rangle_{0}=\Psi \tilde{\Psi}$ which equals $\Psi \bar{\Psi}=\operatorname{det}(\Psi)$.

In operator form the Schrödinger-Pauli equation

$$
i \hbar \frac{\partial \Psi}{\partial t}=\frac{1}{2 m} \pi^{2} \Psi-\frac{\hbar e}{2 m} \vec{B} \Psi \mathbf{e}_{3}-e V \Psi
$$

shows explicitly the quantization direction $\mathbf{e}_{3}$ of the spin. The explicit occurrence of $\mathbf{e}_{3}$ is due to the injection $\mathbb{C}^{2} \rightarrow \mathcal{C} \ell_{3} f, \psi \rightarrow \Psi$; technically 2 even $(\vec{B} \psi)=$ $\vec{B} \Psi \mathrm{e}_{3}$. If we rotate the system $90^{\circ}$ around the $y$-axis, counter-clockwise as seen from the positive $y$-axis, then vectors and spinors transform to

$$
\vec{B}^{\prime}=u \vec{B} u^{-1} \quad \text { and } \quad \Psi^{\prime}=u \Psi \quad \text { where } \quad u=\exp \left(\frac{\pi}{4} \mathrm{e}_{13}\right)
$$

and the Pauli equation transforms to

$$
i \hbar \frac{\partial \Psi^{\prime}}{\partial t}=\frac{1}{2 m} \pi^{\prime 2} \Psi^{\prime}-\frac{\hbar e}{2 m} \vec{B}^{\prime} \Psi^{\prime} \mathbf{e}_{3}-e V \Psi^{\prime} .
$$

If this equation is multiplied on the right by $u^{-1}$, then $\mathbf{e}_{3}$ goes to $\mathbf{e}_{1}=u \mathbf{e}_{3} u^{-1}$, and the equation looks like

$$
i \hbar \frac{\partial \Psi^{\prime \prime}}{\partial t}=\frac{1}{2 m} \pi^{\prime 2} \Psi^{\prime \prime}-\frac{\hbar e}{2 m} \vec{B}^{\prime} \Psi^{\prime \prime} \mathbf{e}_{1}-e V \Psi^{\prime \prime}
$$

where $\Psi^{\prime \prime}=u \Psi u^{-1}$. Both the transformation laws give the same values for observables, that is, $\Psi^{\prime} \mathbf{e}_{3} \tilde{\Psi}^{\prime}=\Psi^{\prime \prime} \mathbf{e}_{1} \tilde{\Psi}^{\prime \prime}$.

## Exercises

1. Compute the square of $\mathbf{a}+\mathbf{b} \mathbf{e}_{123}$ where $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{3}$.
2. Compute $p^{2}, q^{2}$ and $p q$ for $p=\frac{1}{2}\left(1+\mathbf{e}_{3}\right)$ and $q=\frac{1}{2}\left(1-\mathbf{e}_{3}\right)$.
3. Compute the squares of $\frac{1}{2}\left(1+\mathbf{e}_{3}\right) \pm \frac{1}{2}\left(1-\mathbf{e}_{3}\right) \mathbf{e}_{12}$.
4. Find all the four square roots of $\cos \varphi+\mathbf{e}_{12} \sin \varphi$. Hint: $\mathbf{e}_{12} \mathbf{e}_{3}=\mathbf{e}_{3} \mathbf{e}_{12}$.

5 . Find the exponentials of $\pm \frac{\pi}{2}\left(1-\mathbf{e}_{3}\right) \mathbf{e}_{12}$. Hint: $\mathbf{e}_{12}$ and $\mathbf{e}_{123}$ commute [or $q=\frac{1}{2}\left(1-\mathbf{e}_{3}\right)$ is an idempotent satisfying $\left.q^{2}=q\right]$.
6. Let $u=\alpha+\mathbf{a}+\mathbf{b e}_{123}+\beta \mathbf{e}_{123}\left[\alpha, \beta \in \mathbb{R}\right.$ and $\left.\mathbf{a}, \mathbf{b} \in \mathbb{R}^{3}\right]$. Compute $u \bar{u}$.
7. Find the inverse of $u=\alpha+\mathbf{a}+\mathbf{b e}_{123}+\beta \mathbf{e}_{123}$. Hint: $u \bar{u}$ is of the form $x+y \mathbf{e}_{123}, x, y \in \mathbb{R}$.
8. Find the exponential of $u=\alpha+\mathbf{a}+\mathbf{b e}_{123}+\beta \mathbf{e}_{123}$. Hint: compute $\left(a+b e_{123}\right)^{2}$.
9. Show that each non-zero even element in $\mathcal{C} \ell_{3}^{+}$is invertible.
10. Show that $u \tilde{u} \in \mathbb{R} \oplus \mathbb{R}^{3}$ for all $u \in \mathcal{C} \ell_{3}$.
11. Show that $|u \mathbf{a} \tilde{u}|=|u|^{2}|\mathbf{a}|$ for $\mathbf{a} \in \mathbb{R}^{3}, u \in \mathbb{R} \oplus \bigwedge^{2} \mathbb{R}^{3}$.
12. Show that the norm on $\mathcal{C} \ell_{3}$, defined by $|u|^{2}=\langle u \tilde{u}\rangle_{0}$, agrees with the
norm given by $|u|^{2}=\langle u, u\rangle$ where the symmetric bilinear product is determined by

$$
\begin{array}{lll}
\langle\alpha, \beta\rangle=\alpha \beta & \text { for } & \alpha, \beta \in \mathbb{R}, \\
\langle\mathbf{a}, \mathbf{b}\rangle=\mathbf{a} \cdot \mathbf{b} & \text { for } & \mathbf{a}, \mathbf{b} \in \mathbb{R}^{3}
\end{array}
$$

and by

$$
\left.<\mathbf{x}_{1} \wedge \ldots \wedge \mathbf{x}_{k}, \mathbf{y}_{1} \wedge \ldots \wedge \mathbf{y}_{k}\right\rangle=\left|\begin{array}{ccc}
\mathbf{x}_{1} \cdot \mathbf{y}_{1} & \ldots & \mathbf{x}_{1} \cdot \mathbf{y}_{k} \\
\vdots & \ddots & \vdots \\
\mathbf{x}_{k} \cdot \mathbf{y}_{1} & \ldots & \mathbf{x}_{k} \cdot \mathbf{y}_{k}
\end{array}\right|
$$

in $\bigwedge^{k} \mathbb{R}^{3}, k \geq 2$. [One also needs to assume orthogonality of the components in $\mathcal{C} \ell_{3}=\mathbb{R} \oplus \mathbb{R}^{3} \oplus \bigwedge^{2} \mathbb{R}^{3} \oplus \bigwedge^{3} \mathbb{R}^{3}$.]
13. Show that the reflection across the plane of the bivector $\mathbf{A}$ is obtained by $\mathbf{r} \rightarrow \mathbf{r}^{\prime}=-\mathbf{A r A}^{-1}$.
14. Let $\mathbf{x}, \mathbf{y}, \mathbf{z} \in \mathbb{R}^{3}$. Compute $\langle\mathbf{x y z}\rangle_{1}$ and $\langle\mathbf{x y z}\rangle_{3}$. Hint: use reversion.

## Solutions

1. $\left(\mathbf{a}+\mathbf{b} \mathbf{e}_{123}\right)^{2}=\mathbf{a} \cdot \mathbf{a}-\mathbf{b} \cdot \mathbf{b}+2(\mathbf{a} \cdot \mathbf{b}) \mathbf{e}_{123}$.
2. $p^{2}=p$ and $q^{2}=q$, that is, $p$ and $q$ are idempotents; and $p q=0$ [and so there are zero-divisors in the Clifford algebra $\left.\mathcal{C} \ell_{3}\right]$.
3. $\mathbf{e}_{3}$ [this shows that vectors can have square roots].
4. $\pm\left(\cos \frac{\varphi}{2}+\mathbf{e}_{12} \sin \frac{\varphi}{2}\right), \pm \mathbf{e}_{3}\left(\cos \frac{\varphi}{2}+\mathbf{e}_{12} \sin \frac{\varphi}{2}\right)$.
5. $\mathrm{e}_{3}$ [this shows that vectors also have logarithms].
6. $\alpha^{2}-\beta^{2}-\mathbf{a} \cdot \mathbf{a}+\mathbf{b} \cdot \mathbf{b}+2(\alpha \beta-\mathbf{a} \cdot \mathbf{b}) \mathbf{e}_{123}$.
7. Denote $r=\sqrt{\left(\mathbf{a}+\mathbf{b e}_{123}\right)^{2}} \in \mathbb{R} \oplus \bigwedge^{3} \mathbb{R}^{3}, v=\left(\mathbf{a}+\mathbf{b} \mathbf{e}_{123}\right) / r, v^{2}=1$. Then $\exp (u)=\exp \left(\alpha+\beta \mathbf{e}_{123}\right)\left[\frac{1}{2}(1+v) \exp (r)+\frac{1}{2}(1-v) \exp (-r)\right]$ when $r \neq 0$.
When $r=0: \exp (u)=\exp \left(\alpha+\beta \mathbf{e}_{123}\right)\left(1+\mathbf{a}+\mathbf{b} \mathbf{e}_{123}\right)$.
8. $u=\alpha+\mathbf{a}+\mathbf{b} \mathbf{e}_{123}+\beta \mathbf{e}_{123}, u \tilde{u}=\alpha^{2}+\beta^{2}+\mathbf{a}^{2}+\mathbf{b}^{2}+2(\alpha \mathbf{a}+\beta \mathbf{b}+\mathbf{a} \times \mathbf{b})$ which is in $\mathbb{R} \oplus \mathbb{R}^{3}$. Direct proof:

$$
(u \tilde{u})^{\sim}=\tilde{\tilde{u}} \tilde{u}=u \tilde{u}
$$

which implies $u \tilde{u} \in \mathbb{R} \oplus \mathbb{R}^{3}$, since the reversion sends bivectors and 3 -vectors to their opposites.
13. Decompose $\mathbf{r}$ into components parallel, $\mathbf{r}_{\|}$, and perpendicular, $\mathbf{r}_{\perp}$, to $\mathbf{A}$, and note that $\mathbf{A}$ anticommutes with vectors in its plane,
$\mathbf{A}\left(\mathbf{r}_{\|}+\mathbf{r}_{\perp}\right)=\left(-\mathbf{r}_{\|}+\mathbf{r}_{\perp}\right) \mathbf{A}$. Then
$\mathbf{A}\left(\mathbf{r}_{\|}+\mathbf{r}_{\perp}\right) \mathbf{A}^{-1}=\left(-\mathbf{r}_{\|}+\mathbf{r}_{\perp}\right) \mathbf{A} \mathbf{A}^{-1}=-\mathbf{r}^{\prime}$.
14. First, $(\mathbf{x y z})^{\sim}=\mathbf{z y x}$ and $(\mathbf{x y z})^{\sim}=\langle\mathbf{x y z}\rangle_{1}-\langle\mathbf{x y z}\rangle_{3}$. Therefore,

$$
\begin{aligned}
& \langle\mathbf{x y z}\rangle_{1}=\frac{1}{2}(\mathbf{x y z}+\mathbf{z y x}) \text { and }\langle\mathbf{x y z}\rangle_{3}=\frac{1}{2}(\mathbf{x y z}-\mathbf{z y x}), \text { and also } \\
& \langle\mathbf{x y z}\rangle_{1}=(\mathbf{y} \cdot \mathbf{z}) \mathbf{x}-(\mathbf{z} \cdot \mathbf{x}) \mathbf{y}+(\mathbf{x} \cdot \mathbf{y}) \mathbf{z} \text { and }\langle\mathbf{x y z}\rangle_{3}=\mathbf{x} \wedge \mathbf{y} \wedge \mathbf{z} .
\end{aligned}
$$
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## 5

## Quaternions

We saw in the chapter on Complex Numbers that it is convenient to use the real algebra of complex numbers $\mathbb{C}$ to represent the rotation group $S O(2)$ of the plane $\mathbb{R}^{2}$. In this chapter we shall study rotations of the 3 -dimensional space $\mathbb{R}^{3}$. The composition of spatial rotations is no longer commutative, and we need a non-commutative multiplication to represent the rotation group $S O(3)$. This can be done within the real algebra of $3 \times 3$-matrices $\operatorname{Mat}(3, \mathbb{R})$, or by the real algebra of quaternions, $\mathbb{H}$, invented by Hamilton.

The complex plane $\mathbb{C}$ is a real linear space $\mathbb{R}^{2}$, and multiplication by a complex number $c=a+i b$, that is, the map $\mathbb{C} \rightarrow \mathbb{C}, z \rightarrow c z$, may be regarded as a real linear map with matrix $\left(\begin{array}{cc}a & -b \\ b & a\end{array}\right)$ operating on $\binom{x}{y}$ in $\mathbb{R}^{2}$. The complex plane is also a real quadratic space $\mathbb{R}^{2,0}$, in short $\mathbb{R}^{2}$, with a quadratic form

$$
\mathbb{C} \rightarrow \mathbb{R}, z=x+i y \rightarrow z \bar{z}=x^{2}+y^{2},
$$

and norm $|z|=\sqrt{z \bar{z}}$. Multiplication of complex numbers preserves the norm, that is, $|c z|=|c||z|$ for all $c, z \in \mathbb{C}$, and so multiplication by $c$ is a rotation of $\mathbb{R}^{2}$ if, and only if, $|c|=1$. Conversely, any rotation of $\mathbb{R}^{2}$ can be represented by a unit complex number $c,|c|=1$, in $\mathbb{C}$. The unit complex numbers form a group

$$
U(1)=\{c \in \mathbb{C} \mid c \bar{c}=1\}
$$

called the unitary group, which is isomorphic to the rotation group $S O(2)=$ $\left\{U \in \operatorname{Mat}(2, \mathbb{R}) \mid U^{\top} U=I\right.$, $\left.\operatorname{det} U=1\right\}$, that is, $U(1) \simeq S O(2)$. The unitary group $U(1)$ can be visualized as the unit circle

$$
S^{1}=\left\{x+i y \in \mathbb{C} \mid x^{2}+y^{2}=1\right\}
$$

of the complex plane $\mathbb{C}$.


Similarly, the algebra of quaternions $\mathbb{H}$ may be used to represent rotations of the 3 -dimensional space $\mathbb{R}^{3}$. It will turn out that quaternions are also convenient to represent the rotations of the 4 -dimensional space $\mathbb{R}^{4}$.

## Quaternions as hypercomplex numbers

Quaternions are generalized complex numbers of the form $q=w+i x+j y+k z$ where $w, x, y, z$ are real numbers and the generalized imaginary units $i, j, k$ satisfy the following multiplication rules:

$$
\begin{aligned}
& i^{2}=j^{2}=k^{2}=-1 \\
& i j=k=-j i, \quad j k=i=-k j, \quad k i=j=-i k
\end{aligned}
$$

Note that the multiplication is by definition non-commutative. One can show that quaternion multiplication is associative. The above multiplication rules can be condensed into the following form:

$$
i^{2}=j^{2}=k^{2}=i j k=-1
$$

where in the last identity we have omitted parentheses and thereby tacitly assumed associativity.

The generalized imaginary units will be denoted either by $i, j, k$ or by $\mathbf{i}, \mathbf{j}, \mathbf{k}$. They have two different roles: they act as generators of
rotations, that is, they are bivectors, or translations, that is, they are vectors.
This distinction is not clear-cut since bivectors are dual to vectors in $\mathbb{R}^{3}$.

### 5.1 Pure part and cross product

A quaternion $q=w+\mathbf{i} x+\mathbf{j} y+\mathbf{k} z$ is a sum of a scalar and a vector, called the real part, $\operatorname{Re}(q)=w \in \mathbb{R}$, and the pure part, $\operatorname{Pu}(q)=\mathbf{i} x+\mathbf{j} y+\mathbf{k} z \in \mathbb{R}^{3}$. The quaternions form a 4-dimensional real linear space $\mathbb{H}$ which contains the real axis $\mathbb{R}$ and a 3 -dimensional real linear space $\mathbb{R}^{3}$ so that $\mathbb{H}=\mathbb{R} \oplus \mathbb{R}^{3}$. We denote the pure part also by a boldface letter so that $q=q_{0}+\mathbf{q}$ where $q_{0} \in \mathbb{R}$ and $\mathbf{q}=\mathbf{i} q_{1}+\mathbf{j} q_{2}+\mathbf{k} q_{3} \in \mathbb{R}^{3}$. The real linear space $\mathbb{R} \oplus \mathbb{R}^{3}$ with the quaternion product is an associative algebra over $\mathbb{R}$ called the quaternion algebra $\mathbb{H}$. The product of two quaternions $a=a_{0}+\mathbf{a}$ and $b=b_{0}+\mathbf{b}$ can be written as

$$
a b=a_{0} b_{0}-\mathbf{a} \cdot \mathbf{b}+a_{0} \mathbf{b}+\mathbf{a} b_{0}+\mathbf{a} \times \mathbf{b} .
$$

A quaternion $q=q_{0}+\mathbf{q}$ is pure if its real part vanishes, $q_{0}=0$, so that $q=\mathbf{q} \in \mathbb{R}^{3}$. A product of two pure quaternions $\mathbf{a}=\mathbf{i} a_{1}+\mathbf{j} a_{2}+\mathbf{k} a_{3}$ and $\mathbf{b}=\mathbf{i} b_{1}+\mathbf{j} b_{2}+\mathbf{k} b_{3}$ is a sum of a real number and a pure quaternion:

$$
\mathbf{a b}=-\mathbf{a} \cdot \mathbf{b}+\mathbf{a} \times \mathbf{b}
$$

where we recognize the scalar product $\mathbf{a} \cdot \mathbf{b}=a_{1} b_{1}+a_{2} b_{2}+a_{3} b_{3}$ and the cross product $\mathbf{a} \times \mathbf{b}=\mathbf{i}\left(a_{2} b_{3}-a_{3} b_{2}\right)+\mathbf{j}\left(a_{3} b_{1}-a_{1} b_{3}\right)+\mathbf{k}\left(a_{1} b_{2}-a_{2} b_{1}\right)$.

The vector space $\mathbb{R}^{3}$ with the cross product $\mathbf{a} \times \mathbf{b}$ is a real algebra, that is, it is a real linear space with a bilinear map

$$
\mathbb{R}^{3} \times \mathbb{R}^{3} \rightarrow \mathbb{R}^{3},(\mathbf{a}, \mathbf{b}) \rightarrow \mathbf{a} \times \mathbf{b}
$$

The cross product satisfies two rules

$$
\begin{aligned}
& \mathbf{a} \times \mathbf{b}=-\mathbf{b} \times \mathbf{a} \\
& \mathbf{a} \times(\mathbf{b} \times \mathbf{c})+\mathbf{b} \times(\mathbf{c} \times \mathbf{a})+\mathbf{c} \times(\mathbf{a} \times \mathbf{b})=0,
\end{aligned}
$$

the latter being called the Jacobi identity; this makes $\mathbb{R}^{3}$ with the cross product a Lie algebra. In particular, the cross product is not associative, $\mathbf{a} \times(\mathbf{b} \times \mathbf{c}) \neq$ $(\mathbf{a} \times \mathbf{b}) \times \mathbf{c}$.

We can reobtain the cross product of two pure quaternions $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{3}$ as the pure part of their quaternion product: $\mathbf{a} \times \mathbf{b}=\mathrm{Pu}(\mathbf{a b})$.

### 5.2 Quaternion conjugate, norm and inverse

The conjugate $\bar{q}$ of a quaternion $q=w+\mathbf{i} x+\mathbf{j} y+\mathbf{k} z$ is obtained by changing the sign of the pure part:

$$
\bar{q}=w-\mathbf{i} x-\mathbf{j} y-\mathbf{k} z .
$$

We shall also refer to $\bar{q}$ as the quaternion conjugate of $q$. The conjugation is an anti-automorphism of $\mathbb{H} ; \overline{a b}=\bar{b} \bar{a}$ for $a, b \in \mathbb{H}$.

A quaternion $q$ multiplied by its conjugate $\bar{q}$ results in a real number $q \bar{q}=$ $w^{2}+x^{2}+y^{2}+z^{2}$ called the square norm of $q=w+\mathbf{i} x+\mathbf{j} y+\mathbf{k} z$. The norm $|q|$ of $q$ is given by $|q|=\sqrt{q \bar{q}}$ so that

$$
|w+\mathbf{i} x+\mathbf{j} y+\mathbf{k} z|=\sqrt{w^{2}+x^{2}+y^{2}+z^{2}}
$$

The norm of a product of two quaternions $a$ and $b$ is the product of their norms - as an equation, $|a b|=|a||b|$ for $a, b \in \mathbb{H}$ - which turns $\mathbb{H}$ into a normed algebra.

The inverse $q^{-1}$ of a non-zero quaternion $q$ is obtained by $q^{-1}=\bar{q} /|q|^{2}$ or more explicitly by

$$
\frac{1}{w+\mathbf{i} x+\mathbf{j} y+\mathbf{k} z}=\frac{w-\mathbf{i} x-\mathbf{j} y-\mathbf{k} z}{w^{2}+x^{2}+y^{2}+z^{2}}
$$

In particular, $a b=0$ implies $a=0$ or $b=0$, which means that the quaternion algebra is a division algebra (or that the ring of quaternions is a division ring).

### 5.3 The center of $\mathbb{H}$

The set of those elements in $\mathbb{H}$ which commute with every element of $\mathbb{H}$ forms the center of $\mathbb{H}$,

$$
\operatorname{Cen}(\mathbb{H})=\{w \in \mathbb{H} \mid w q=q w \text { for all } q \in \mathbb{H}\}
$$

The center is of course closed under multiplication. The center of the division ring $\mathbb{H}$ is isomorphic to the field of real numbers $\mathbb{R}$. In contrast to the case of the complex field $\mathbb{C}$, the real axis in $\mathbb{H}$ is the unique subfield which is the center of $\mathbb{H}$.

### 5.4 Rotations in three dimensions

Take a pure quaternion or a vector

$$
\mathbf{r}=\mathbf{i} x+\mathbf{j} y+\mathbf{k} z \in \mathbb{R}^{3}, \quad \text { where } \quad \mathbb{H}=\mathbb{R} \oplus \mathbb{R}^{3},
$$

of length $|\mathbf{r}|=\sqrt{x^{2}+y^{2}+z^{2}}$. For a non-zero quaternion $a \in \mathbb{H}$, the expression $a \mathbf{r} a^{-1}$ is again a pure quaternion with the same length, that is,

$$
a \mathbf{r} a^{-1} \in \mathbb{R}^{3} \quad \text { and } \quad\left|a \mathbf{r} a^{-1}\right|=|\mathbf{r}|
$$

In other words, the mapping

$$
\mathbb{R}^{3} \rightarrow \mathbb{R}^{3}, \quad \mathbf{r} \rightarrow a \mathbf{r} a^{-1}
$$

is a rotation of the quadratic space of pure quaternions $\mathbb{R}^{3}$. Each rotation in $S O(3)=\left\{U \in \operatorname{Mat}(3, \mathbb{R}) \mid U^{\top} U=I, \operatorname{det} U=1\right\}$ can be so represented,
and there are two unit quaternions $a$ and $-a$ representing the same rotation, $a \mathbf{r} a^{-1}=(-a) \mathbf{r}(-a)^{-1}$. In other words, the sphere of unit quaternions,

$$
S^{3}=\{q \in \mathbb{H}| | q \mid=1\}
$$

is a two-fold covering group of $S O(3)$, that is, $S O(3) \simeq S^{3} /\{ \pm 1\}$.
A rotation has three parameters in dimension 3. In other words, $S O(3)$ and $S^{3}$ are 3-dimensional manifolds. The three parameters are the angle of rotation and the two direction cosines of the axis of rotation.

To find the axis of this rotation we take a unit quaternion $a,|a|=1$, and write it in the form $a=e^{\mathbf{a} / 2}$ where $\mathbf{a} \in \mathbb{R}^{3}$. Note that

$$
e^{\mathbf{a} / 2}=\cos \frac{\alpha}{2}+\frac{\mathbf{a}}{\alpha} \sin \frac{\alpha}{2}
$$

where $\alpha=|\mathbf{a}|$. The rotation $\mathbf{r} \rightarrow a \mathbf{r} a^{-1}$ turns $\mathbf{r}$ about the axis $\mathbf{a}$ by the angle $\alpha$. The sense of the rotation is counter-clockwise when regarded from the arrow-head of a.

The composite of two consecutive rotations, first around a by the angle $\alpha=|\mathbf{a}|$ and then around $\mathbf{b}$ by the angle $\beta=|\mathbf{b}|$, is again a rotation around some axis, say c. The axis of the composite rotation can be found by inspection of the real and pure parts of the formula $e^{\mathbf{c} / 2}=e^{\mathbf{b} / 2} e^{\mathbf{a} / 2}$. Divide both sides by their real parts and substitute

$$
\mathbf{c}^{\prime}=\frac{\mathbf{c}}{\gamma} \tan \frac{\gamma}{2}, \quad \text { where } \quad \gamma=|\mathbf{c}|
$$


to obtain the Rodrigues formula

$$
\mathbf{c}^{\prime}=\frac{\mathbf{a}^{\prime}+\mathbf{b}^{\prime}-\mathbf{a}^{\prime} \times \mathbf{b}^{\prime}}{1-\mathbf{a}^{\prime} \cdot \mathbf{b}^{\prime}}
$$

### 5.5 Rotations in four dimensions

The mapping $\mathbb{H} \rightarrow \mathbb{H}, q \rightarrow a q b^{-1}$, where $a, b \in \mathbb{H}$ are unit quaternions $|a|=$ $|b|=1$, is a rotation of the 4 -dimensional space $\mathbb{R}^{4}=\mathbb{H}$. In other words, the real linear mapping

$$
\mathbb{H} \rightarrow \mathbb{H}, \quad q \rightarrow a q b^{-1}, \quad \text { where } \quad a, b \in \mathbb{H} \quad \text { and } \quad|a|=|b|=1
$$

is a rotation of $\mathbb{R}^{4}$. Each rotation in $S O(4)$ can be so represented, and there are two elements $(a, b)$ and $(-a,-b)$ in $S^{3} \times S^{3}$ representing the same rotation, that is, $a q b^{-1}=(-a) q(-b)^{-1}$. In other words, the group $S^{3} \times S^{3}$ is a two-fold covering group of $S O(4)$, that is,

$$
S O(4) \simeq \frac{S^{3} \times S^{3}}{\{(1,1),(-1,-1)\}}
$$

A rotation in dimension 4 can be represented by a pair of unit quaternions, and so it has six parameters, in other words, $\operatorname{dim} S O(4)=\operatorname{dim}\left(S^{3} \times S^{3}\right)=6$. A rotation has two completely orthogonal invariant planes; both the invariant planes can turn arbitrarily; this takes two parameters. Fixing a plane in $\mathbb{R}^{4}$ takes the remaining four parameters: three parameters for a unit vector in $S^{3}$, plus two parameters for another orthogonal unit vector in $S^{2}$, minus one parameter for rotating the pairs of such vectors in the plane.

### 5.6 Matrix representation of quaternion multiplication

The product of two quaternions $q=w+\mathbf{i} x+\mathbf{j} y+\mathbf{k} z$ and $u=u_{0}+\mathbf{i} u_{1}+\mathbf{j} u_{2}+\mathbf{k} u_{3}$ can be represented by matrix multiplication:

$$
\left(\begin{array}{cccc}
w & -x & -y & -z \\
x & w & -z & y \\
y & z & w & -x \\
z & -y & x & w
\end{array}\right)\left(\begin{array}{l}
u_{0} \\
u_{1} \\
u_{2} \\
u_{3}
\end{array}\right)=\left(\begin{array}{c}
v_{0} \\
v_{1} \\
v_{2} \\
v_{3}
\end{array}\right)
$$

where $q u=v$. Swapping the multiplication to the right, that is, $u q=v^{\prime}$, gives a partially transformed matrix:

$$
\left(\begin{array}{cccc}
w & -x & -y & -z \\
x & w & z & -y \\
y & -z & w & x \\
z & y & -x & w
\end{array}\right)\left(\begin{array}{l}
u_{0} \\
u_{1} \\
u_{2} \\
u_{3}
\end{array}\right)=\left(\begin{array}{c}
v_{0}^{\prime} \\
v_{1}^{\prime} \\
v_{2}^{\prime} \\
v_{3}^{\prime}
\end{array}\right) .
$$

Let us denote the above matrices respectively by $L_{q}$ and $R_{q}$, that is,

$$
L_{q}(u)=q u(=v) \quad \text { and } \quad R_{q}(u)=u q\left(=v^{\prime}\right)
$$

We find that ${ }^{1}$

$$
L_{\mathbf{i}} L_{\mathbf{j}} L_{\mathbf{k}}=-I \quad \text { and } \quad R_{\mathbf{i}} R_{\mathbf{j}} R_{\mathbf{k}}=I
$$

The sets $\left\{L_{q} \in \operatorname{Mat}(4, \mathbb{R}) \mid q \in \mathbb{H}\right\}$ and $\left\{R_{q} \in \operatorname{Mat}(4, \mathbb{R}) \mid q \in \mathbb{H}\right\}$ form two subalgebras of $\operatorname{Mat}(4, \mathbb{R})$, both isomorphic to $\mathbb{H}$. For two arbitrary quaternions $a, b \in \mathbb{H}$ these two matrix representatives commute, that is, $L_{a} R_{b}=R_{b} L_{a}$. Any real $4 \times 4$-matrix is a linear combination of matrices of the form $L_{a} R_{b}$. The above observations together with $(\operatorname{dim} \mathbb{H})^{2}=\operatorname{dim} \operatorname{Mat}(4, \mathbb{R})$ imply that

$$
\operatorname{Mat}(4, \mathbb{R}) \simeq \mathbb{H} \otimes \mathbb{H},
$$

or more informatively $\operatorname{Mat}(4, \mathbb{R})=\mathbb{H} \otimes \mathbb{H}^{*} .{ }^{2}$

[^14]Take a matrix of the form $U=L_{a} R_{b}$ in $\operatorname{Mat}(4, \mathbb{R})$. Then $U^{\top} U=|a|^{2}|b|^{2} I$, but in general $U+U^{\top} \neq \alpha I$. Take a matrix of the form $V=L_{a}+R_{b}$ in $\operatorname{Mat}(4, \mathbb{R})$. Then $V+V^{\top}=2(\operatorname{Re}(a)+\operatorname{Re}(b)) I$, but in general $V^{\top} V \neq \beta I$. Conversely, if $U \in \operatorname{Mat}(4, \mathbb{R})$ is such that $U+U^{\top}=\alpha I$ and $U^{\top} U=\beta I$ then the matrix $U$ belongs either to $\mathbb{H}$ or to $\mathbb{H}^{*}$.

Besides real $4 \times 4$-matrices, quaternions can also be represented by complex $2 \times 2$-matrices:

$$
w+\mathbf{i} x+\mathbf{j} y+\mathbf{k} z \simeq\left(\begin{array}{cc}
w+i z & i x+y \\
i x-y & w-i z
\end{array}\right)
$$

The orthogonal unit vectors $\mathbf{i}, \mathbf{j}, \mathbf{k}$ are represented by matrices obtained by multiplying each of the Pauli matrices $\sigma_{1}, \sigma_{2}, \sigma_{3}$ by $i=\sqrt{-1}$ :

$$
\mathbf{i} \simeq\left(\begin{array}{cc}
0 & i \\
i & 0
\end{array}\right), \quad \mathbf{j} \simeq\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right), \quad \mathbf{k} \simeq\left(\begin{array}{cc}
i & 0 \\
0 & -i
\end{array}\right)
$$

### 5.7 Linear spaces over $\mathbb{H}$

Much of the theory of linear spaces over commutative fields extends to $\mathbb{H}$. Because of the non-commutativity of $\mathbb{H}$ it is, however, necessary to distinguish between two types of linear spaces over $\mathbb{H}$, namely right linear spaces and left linear spaces.

A right linear space over $\mathbb{H}$ consists of an additive group $V$ and a map

$$
V \times \mathbb{H} \rightarrow V, \quad(\mathbf{x}, \lambda) \rightarrow \mathbf{x} \lambda
$$

such that the usual distributivity and unity axioms hold and such that, for all $\lambda, \mu \in \mathbb{H}$ and $\mathbf{x} \in V$,

$$
(\mathbf{x} \lambda) \mu=\mathbf{x}(\lambda \mu)
$$

A left linear space over $\mathbb{H}$ consists of an additive group $V$ and a map

$$
\mathbb{H} \times V \rightarrow V,(\lambda, \mathbf{x}) \rightarrow \lambda \mathbf{x}
$$

such that the usual distributivity and unity axioms hold and such that, for all $\lambda, \mu \in \mathbb{H}$ and $\mathbf{x} \in V$,

$$
\lambda(\mu \mathbf{x})=(\lambda \mu) \mathbf{x}
$$

A mapping $L: V \rightarrow U$ between two right linear spaces $V$ and $U$ is a right linear map if it respects addition and, for all $\mathbf{x} \in V, \lambda \in \mathbb{H}, L(\mathbf{x} \lambda)=(L(\mathbf{x})) \lambda$.

Comment. In the matrix form the above definition means that

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\left[\binom{x_{1}}{x_{2}} \lambda\right]=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\binom{x_{1} \lambda}{x_{2} \lambda}=\left[\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\binom{x_{1}}{x_{2}}\right] \lambda .
$$

Remark. Although there are linear spaces over $\mathbb{H}$, there are no algebras over $\mathbb{H}$, since non-commutativity of $\mathbb{H}$ precludes bilinearity over $\mathbb{H}: \lambda(x y)=$ $(\lambda x) y \neq(x \lambda) y=x(\lambda y) \neq x(y \lambda)=(x y) \lambda$.

### 5.8 Function theory of quaternion variables

The richness of complex analysis suggests that there might be a function theory of quaternion variables. There are several different ways to generalize the theory of complex variables to the theory of quaternion functions of quaternion variables, $f: \mathbb{H} \rightarrow \mathbb{H}$. However, many generalizations are uninteresting, the classes of functions are too small or too large. In the following we will first eliminate the uninteresting generalizations.

First, consider quaternion differentiable functions such that

$$
f^{\prime}(q)=\lim _{h \rightarrow 0}[f(q+h)-f(q)] h^{-1}, \quad \text { where } \quad q, h \in \mathbb{H},
$$

exists. The derivative $f^{\prime}(q)$ is a real linear function

$$
\mathbb{R}^{4} \rightarrow \mathbb{R}^{4}: h \rightarrow f^{\prime}(q) h
$$

corresponding to multiplication by a quaternion $a \in \mathbb{H}$ on the left, $f^{\prime}(q) h=a h$ for $h \in \mathbb{H}=\mathbb{R}^{4}$. However, since $a h \neq h a$ the only quaternion differentiable functions are the affine right $\mathbb{H}$-linear functions

$$
f(q)=a q+b \quad \text { where } \quad a, b \in \mathbb{H} .
$$

We conclude that the set of quaternion differentiable functions reduces to a small and uninteresting set.

Second, if we consider power series in a quaternion variable $q=w+\mathbf{i} x+\mathbf{j} y+$ $\mathbf{k} z$, then we get the set of all power series in the four real variables $w, x, y, z$. For instance, the coordinates are first-order functions

$$
\begin{aligned}
& w=\frac{1}{4}(q-\mathbf{i} q \mathbf{i}-\mathbf{j} q \mathbf{j}-\mathbf{k} q \mathbf{k}), \\
& x=\frac{1}{4}(q-\mathbf{i} q \mathbf{i}+\mathbf{j} q \mathbf{j}+\mathbf{k} q \mathbf{k}) \mathbf{i}^{-1}, \\
& y=\frac{1}{4}(q+\mathbf{i} q \mathbf{i}-\mathbf{j} q \mathbf{j}+\mathbf{k} q \mathbf{k}) \mathbf{j}^{-1}, \\
& z=\frac{1}{4}(q+\mathbf{i} q \mathbf{i}+\mathbf{j} q \mathbf{j}-\mathbf{k} q \mathbf{k}) \mathbf{k}^{-1},
\end{aligned}
$$

and so the set of power series in $q$, with left and right quaternion coefficients, is the set of all power series in the real variables $w, x, y, z$. This set is too big to be interesting.

Third, we could consider power series in $q$ with real coefficients, that is, functions of type $f(q)=a_{0}+a_{1} q+a_{2} q^{2}+\ldots$ where $a_{0}, a_{1}, a_{2}, \ldots$ are real.

Restrict such a function to the complex subfield $\mathbb{C} \subset \mathbb{H}$, and send $z=x+i y$ to $f(z)=u+i v$, where $u=u(x, y)$ and $v=v(x, y)$. Decompose the quaternion $q$ into real and vector parts, $q=q_{0}+\mathbf{q}$, and note that $\mathbf{q} /|\mathbf{q}|$ is a generalized imaginary unit, $(\mathbf{q} /|\mathbf{q}|)^{2}=-1$. Then

$$
f\left(q_{0}+\mathbf{q}\right)=u\left(q_{0},|\mathbf{q}|\right)+\frac{\mathbf{q}}{|\mathbf{q}|} v\left(q_{0},|\mathbf{q}|\right)
$$

So this generalization just rotates the graph of $\mathbb{C} \rightarrow \mathbb{C}, z \rightarrow f(z)$, or rather makes $i=\mathbf{i}$ sweep all of $S^{2}=\left\{\mathbf{r} \in \mathbb{R}^{3}| | \mathbf{r} \mid=1\right\}$, and thus gives only (a subclass of) axially symmetric functions.

Fourth, we could consider functions which are conformal almost everywhere in $\mathbb{R}^{4}$. This leads to Möbius transformations of $\mathbb{R}^{4}$, or its one-point compactification $\mathbb{R}^{4} \cup\{\infty\}$. The Möbius transformations are compositions of the four mappings sending $q$ to

$$
\begin{array}{cll}
a q b^{-1} & a, b \in S^{3} & \text { rotations } \\
q+b & b \in \mathbb{H} & \text { translations } \\
q \lambda & \lambda>0 & \text { dilations } \\
\left(q^{-1}+c\right)^{-1} & c \in \mathbb{H} & \text { transversions. }
\end{array}
$$

A nice thing about quaternions is that all Möbius transformations of $\mathbb{R}^{4}$ can be written in the form $(a q+b)(c q+d)^{-1}$, where $a, b, c, d \in \mathbb{H}$.

Fifth, we could focus our attention on a generalization of the Cauchy-Riemann equations,

$$
\frac{\partial f}{\partial w}+\mathbf{i} \frac{\partial f}{\partial x}+\mathbf{j} \frac{\partial f}{\partial y}+\mathbf{k} \frac{\partial f}{\partial z}=0 \quad \text { where } \quad f: \mathbb{H} \rightarrow \mathbb{H} .
$$

Using the differential operator

$$
\nabla=\mathbf{i} \frac{\partial}{\partial x}+\mathbf{j} \frac{\partial}{\partial y}+\mathbf{k} \frac{\partial}{\partial z}
$$

the above equation can be put into the form

$$
\frac{\partial f_{0}}{\partial w}+\frac{\partial \mathbf{f}}{\partial w}+\nabla f_{0}-\nabla \cdot \mathbf{f}+\nabla \times \mathbf{f}=0
$$

where $f=f_{0}+\mathbf{f}$ with $f_{0}: \mathbb{H} \rightarrow \mathbb{R}$ and $\mathbf{f}: \mathbb{H} \rightarrow \mathbb{R}^{3}$. This decomposes into scalar and vector parts

$$
\frac{\partial f_{0}}{\partial w}-\nabla \cdot \mathbf{f}=0 \quad \text { and } \quad \frac{\partial \mathbf{f}}{\partial w}+\nabla f_{0}+\nabla \times \mathbf{f}=0
$$

There are three linearly independent first-order solutions to these equations

$$
q_{x}=x-\mathbf{i} w, q_{y}=y-\mathbf{j} w, q_{z}=z-\mathbf{k} w .
$$

Higher-order homogeneous solutions are linear combinations of symmetrized products of $q_{x}, q_{y}, q_{z}$. For instance, the symmetrized product of degrees $2,1,0$ with respect to $q_{x}, q_{y}, q_{z}$ is seen to be

$$
q_{x}^{2} q_{y}+q_{x} q_{y} q_{x}+q_{y} q_{x}^{2}=3\left(x^{2}-w^{2}\right) y-6 w x y \mathbf{i}+\left(w^{3}-3 w x^{2}\right) \mathbf{j}
$$

This already shows that the last alternative results in an interesting class of new functions, to some extent analogous to the class of holomorphic functions of a complex variable.

## Historical survey

Hamilton invented his quaternions in 1843 when he tried to introduce a product for vectors in $\mathbb{R}^{3}$ similar to the product of complex numbers in $\mathbb{C}$. The presentday formalism of vector algebra was extracted out of the quaternion product of two vectors, $\mathbf{a b}=-\mathbf{a} \cdot \mathbf{b}+\mathbf{a} \times \mathbf{b}$, by Gibbs in 1901.

Hamilton tried to find an algebraic system which would do for the space $\mathbb{R}^{3}$ the same thing as complex numbers do for the plane $\mathbb{R}^{2}$. In particular, Hamilton wanted to find a multiplication rule for triplets $\mathbf{a}=a_{1} \mathbf{i}+a_{2} \mathbf{j}+a_{3} \mathbf{k}$ and $\mathbf{b}=b_{1} \mathbf{i}+b_{2} \mathbf{j}+b_{3} \mathbf{k}$ so that $|\mathbf{a b}|=|\mathbf{a}||\mathbf{b}|$, that is, a multiplicative product of vectors $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{3}$. However, no such bilinear products exist (at least not over the rationals), since $3 \times 21=63 \neq n_{1}^{2}+n_{2}^{2}+n_{3}^{2}$ for any integers $n_{1}, n_{2}, n_{3}$ though $3=1^{2}+1^{2}+1^{2}$ and $21=1^{2}+2^{2}+4^{2}$ (no integer of the form $4^{a}(8 b+7)$, with $a \geq 0, b \geq 0$, is a sum of three squares, a result of Legendre in 1830).

Hamilton also tried to find a generalized complex number system in three dimensions. However, no such associative hypercomplex numbers exist in three dimensions. This can be seen by considering generalized imaginary units $\mathbf{i}$ and $\mathbf{j}$ such that $\mathbf{i}^{2}=\mathbf{j}^{2}=-1$, and such that $1, \mathbf{i}, \mathbf{j}$ span $\mathbb{R}^{3}$. ${ }^{3}$ The product must be of the form $\mathbf{i j}=\alpha+\mathbf{i} \beta+\mathbf{j} \gamma$ for some real $\alpha, \beta, \gamma$. Then

$$
\begin{aligned}
\mathbf{i}(\mathbf{i} \mathbf{j}) & =\mathbf{i} \alpha-\beta+(\mathbf{i} \mathbf{j}) \gamma=\mathbf{i} \alpha-\beta+(\alpha+\mathbf{i} \beta+\mathbf{j} \gamma) \gamma \\
& =-\beta+\alpha \gamma+\mathbf{i}(\alpha+\beta \gamma)+\mathbf{j} \gamma^{2}
\end{aligned}
$$

whereas by associativity $\mathbf{i}(\mathbf{i j})=\mathbf{i}^{2} \mathbf{j}=-\mathbf{j}$ which leads to a contradiction since $\gamma^{2} \geq 0$ for all real $\gamma$.

Hamilton's great idea was to go to four dimensions and consider elements of the form $q=w+\mathbf{i} x+\mathbf{j} y+\mathbf{k} z$ where the hypercomplex units $\mathbf{i}, \mathbf{j}, \mathbf{k}$ satisfy the following non-commutative multiplication rules

$$
\begin{aligned}
& \mathbf{i}^{2}=\mathbf{j}^{2}=\mathbf{k}^{2}=-1 \\
& \mathbf{i} \mathbf{j}=\mathbf{k}=-\mathbf{j} \mathbf{i}, \mathbf{j} \mathbf{k}=\mathbf{i}=-\mathbf{k} \mathbf{j}, \mathbf{k} \mathbf{i}=\mathbf{j}=-\mathbf{i} \mathbf{k}
\end{aligned}
$$

[^15]Hamilton named his four-component elements quaternions. Quaternions form a division ring which we have denoted by $\mathbb{H}$ in honor of Hamilton.

Cayley in 1845 was the first one to publish the quaternionic representation of rotations of $\mathbb{R}^{3} \rightarrow \mathbb{R}^{3}, \mathbf{r} \rightarrow a \mathbf{r} a^{-1}$, but he mentioned that the result was known to Hamilton. Cayley, in 1855, also discovered the quaternionic representation of 4-dimensional rotations:

$$
\mathbb{R}^{4} \rightarrow \mathbb{R}^{4}, q \rightarrow a q b^{-1}
$$

where we have identified $\mathbb{R}^{4}=\mathbb{H}$.
The differential operator $\nabla=\mathbf{i} \frac{\partial}{\partial x}+\mathbf{j} \frac{\partial}{\partial y}+\mathbf{k} \frac{\partial}{\partial z}$ is due to Hamilton, although his symbol for nabla was turned $30^{\circ}$. The first one to study solutions of

$$
\frac{\partial f}{\partial w}+\mathbf{i} \frac{\partial f}{\partial x}+\mathbf{j} \frac{\partial f}{\partial y}+\mathbf{k} \frac{\partial f}{\partial z}=0, \quad \text { where } \quad f: \mathbb{H} \rightarrow \mathbb{H},
$$

was Fueter 1935.

## Comment

The quaternion formalism might seem awkward to a physicist or an engineer, for two reasons: first, the squares of $\mathbf{i}, \mathbf{j}, \mathbf{k}$ are negative, $\mathbf{i}^{2}=\mathbf{j}^{2}=\mathbf{k}^{2}=-1$, and second, one invokes a 4 -dimensional space which is beyond our ability of visualization.

## Exercises

1. Let $\mathbf{u}$ be a unit vector in $\mathbb{R}^{3},|\mathbf{u}|=1$. Show that $\mathbb{R}^{3} \rightarrow \mathbb{R}^{3}, \mathbf{x} \rightarrow \mathbf{u x u}$ is a reflection across the plane $\mathbf{u}^{\perp}$.
2. Determine square roots of the quaternion $q=q_{0}+\mathbf{q}$.
3. Hurwitz integral quaternions $q=w+i x+j y+k z$ are $\mathbb{Z}$-linear combinations of $i, j, k$ and $\frac{1}{2}(1+i+j+k)$, that is, either all $w, x, y, z$ are integers or of the form $n+\frac{1}{2}$. Show that $|q|^{2}$ is an integer, and that the set

$$
\left\{w+i x+j y+k x \mid w, x, y, z \in \mathbb{Z} \quad \text { or } \quad w, x, y, z \in \mathbb{Z}+\frac{1}{2}\right\}
$$

is closed under multiplication.
4. Clearly, $a b=b a$ implies $e^{a} e^{b}=e^{a+b}$, but does $e^{a} e^{b}=e^{a+b}$ imply $a b=b a$ ?
5. Denote

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)^{-}=\left(\begin{array}{ll}
\bar{a} & \bar{b} \\
\bar{c} & \bar{d}
\end{array}\right) .
$$

Show that

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)^{-1}=\frac{1}{\Delta}\left(\begin{array}{ll}
a \bar{d} d-b \bar{d} c & c \bar{b} b-d \bar{b} a \\
b \bar{c} c-a \bar{c} d & d \bar{a} a-c \bar{a} b
\end{array}\right)^{-}
$$

for a non-zero $\Delta=|a|^{2}|d|^{2}+|b|^{2}|c|^{2}-2 \operatorname{Re}(a \bar{c} d \bar{b})$.
6 . Verify that only one of the matrices

$$
a=\left(\begin{array}{cc}
1 & i \\
j & k
\end{array}\right) \quad \text { and } \quad b=\left(\begin{array}{ll}
1 & j \\
i & k
\end{array}\right)
$$

is invertible.
7. Does an involutory automorphism of the real algebra $\operatorname{Mat}(2, \mathbb{H})$ necessarily send a diagonal matrix of the form

$$
\left(\begin{array}{ll}
a & 0 \\
0 & a
\end{array}\right) \quad \text { where } \quad a \in \mathbb{H}
$$

to a diagonal matrix?
8. Suppose $A(\neq \mathbb{R})$ is a simple real associative algebra of dimension $\leq 4$ with center $\mathbb{R}$. Show that $A$ is $\mathbb{H}$ or $\operatorname{Mat}(2, \mathbb{R})$.
9. Suppose $A(\neq \mathbb{R})$ is a simple real associative algebra with center $\mathbb{R}$ and an anti-automorphism $x \rightarrow \alpha(x)$ such that $x+\alpha(x) \in \mathbb{R}$ and $x \alpha(x) \in \mathbb{R}$. Show that $A$ is $\mathbb{H}$ or $\operatorname{Mat}(2, \mathbb{R})$.
10. Show that all the subgroups of $Q_{8}=\{ \pm 1, \pm i, \pm j, \pm k\}$ are normal, that is, for a subgroup $H \subset Q_{8}$ and elements $g \in Q_{8}, h \in H, g h g^{-1} \in H$.
11. Take two vectors $\mathbf{a}, \mathbf{b}$ in $\mathbb{R}^{3}$, such that $|\mathbf{a}|=|\mathbf{b}|$, and $a=e^{\mathbf{a}}, b=e^{\mathbf{b}}$ in $S^{3}$. Determine the point-wise invariant plane of the simple rotation $q \rightarrow a q b^{-1}$ of $\mathbb{R}^{4}$.

## Solutions

2. If $q=0$, then there is only one square root, 0 . If $\mathbf{q}=0, q_{0}>0$, then there are two square roots, $\pm \sqrt{q_{0}}$. If $\mathbf{q}=0, q_{0}<0$, then there is an infinity of square roots, $\sqrt{-q_{0}} \mathbf{u}$, where $\mathbf{u}$ is a unit pure quaternion $\mathbf{u} \in \mathbb{R}^{3} \subset \mathbb{H}$, $|\mathbf{u}|=1$. If $\mathbf{q} \neq 0$, then there are two square roots,

$$
\sqrt{\frac{1}{2}\left(|q|+q_{0}\right)}+\frac{\mathbf{q}}{|\mathbf{q}|} \sqrt{\frac{1}{2}\left(|q|-q_{0}\right)}
$$

and its opposite.
4. Hint: consider the quaternions $a=3 \pi i$ and $b=4 \pi j$, or the matrices

$$
a=3 \pi\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right) \quad \text { and } \quad b=4 \pi\left(\begin{array}{cc}
0 & i \\
i & 0
\end{array}\right) .
$$

### 5.8 Function theory of quaternion variables

6. $a$ is invertible, but $b$ is not.
7. If $a=b^{-1}$, the point-wise invariant plane is $\mathbf{a}^{\perp}$ in $\mathbb{R}^{3}$. Otherwise the point-wise invariant plane is spanned by $\mathbf{a}+\mathbf{b}$ and $|\mathbf{a}||\mathbf{b}|-\mathbf{a b}=|\mathbf{a}||\mathbf{b}|+\mathbf{a} \cdot \mathbf{b}-\mathbf{a} \times \mathbf{b}$.
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## 6

## The Fourth Dimension

In this chapter we study the geometry of the Euclidean space $\mathbb{R}^{4}$. The purpose is to help readers to get a solid view, or as solid a view as possible, of the first dimension beyond our ability to visualize. This is an important intermediate step in scrutinizing higher dimensions. We start by reviewing regular figures in lower dimensions.

### 6.1 Regular polygons in $\mathbb{R}^{2}$

The equilateral triangle, the square, the regular pentagon, ..., are regular polygons. We shall also call them a 3 -cell, 4 -cell, 5 -cell, ..., denoted by $\{3\},\{4\},\{5\}$, $\ldots$, respectively. Therefore, we call a regular $p$-gon a $p$-cell, denoted by $\{p\}$. As $p$ grows toward infinity, we get in the limit an $\infty$-cell, where the line is divided into line segments of equal length. As a degenerate case we get a 2 -cell, which is bounded by 2 line segments in the same place. The interior angle of a regular $p$-gon at a vertex is $(1-2 / p) \pi$.

### 6.2 Regular polyhedra in $\mathbb{R}^{3}$

A regular polyhedron is a convex polyhedron bounded by congruent regular polygons, for instance, by $p$-gons. The number of regular $p$-gons meeting at a vertex is the same, say $q$; it satisfies

$$
q\left(1-\frac{2}{p}\right) \pi<2 \pi
$$

because the sum of angles of faces meeting at a vertex cannot exceed $2 \pi$. The above inequality can also be written in the form

$$
\frac{1}{p}+\frac{1}{q}>\frac{1}{2}
$$

The same result is obtained by inspection of the topological properties of a regular polyhedron: the numbers $N_{0}, N_{1}, N_{2}$ of vertices, edges and faces satisfy the Euler formula:

$$
N_{0}-N_{1}+N_{2}=2 .
$$

On the other hand, each edge of a regular polyhedron is a boundary of two faces, each with $p$ sides, so that $2 N_{1}=p N_{2}$; and a vertex is a meeting point of $q$ edges, each with 2 end points, so that $q N_{0}=2 N_{1}$. The above inequality is a consequence of the Euler formula and the equation

$$
q N_{0}=2 N_{1}=p N_{2}
$$



3,3


3,4


4,3

A regular polyhedron ( $p, q \geq 3$ ) must satisfy the foregoing inequality, and so only a few pairs $p, q$ are possible. These regular polyhedra are called Platonic solids, or $p, q$-cells with Schläfi symbols $\{p, q\}$. There are five Platonic solids.

| Name | $\{p, q\}$ | $N_{0}$ | $N_{1}$ | $N_{2}$ |
| :--- | ---: | ---: | ---: | ---: |
| Tetrahedron | $\{3,3\}$ | 4 | 6 | 4 |
| Octahedron | $\{3,4\}$ | 6 | 12 | 8 |
| Cube | $\{4,3\}$ | 8 | 12 | 6 |
| Icosahedron | $\{3,5\}$ | 12 | 30 | 20 |
| Dodecahedron | $\{5,3\}$ | 20 | 30 | 12 |

When $q=2$ in the above inequality we get a dihedron with Schläfli symbol $\{p, 2\}$. A dihedron is bounded by two regular polygons positioned in the same place.

When a plane is covered by regular polygons so that at each vertex there meet $q$ regular $p$-gons, we are solving the equation

$$
\frac{1}{p}+\frac{1}{q}=\frac{1}{2}
$$

There are three solutions to the above equation; they have Schläfli symbols
$\{4,4\},\{3,6\}$ and $\{6,3\}$ corresponding to tilings of the plane by squares, equilateral triangles and regular hexagons. These regular tilings are called tessellations.

### 6.3 Regular polytopes in $\mathbb{R}^{4}$

A polyhedron is regular if its faces and vertices (= parts of the polyhedron near a vertex point) are regular. A regular polyhedron with Schläfli symbol $\{p, q\}$ has $p$-cells as faces and $q$-cells as vertices. A vertex is regular, if a plane cuts off a regular polygon whose central normal passes through the vertex.


A regular vertex
A polytope is a higher-dimensional analog of a polyhedron. A polytope is regular if its faces and vertices are regular. A 4-dimensional regular polytope with $p, q$-cells as faces must have $q, r$-cells as vertices. This drops the number of 4 -dimensional regular polytopes from $5^{2}=25$ to 11 . The sum of the solid angles of the faces meeting at a vertex cannot exceed $4 \pi$. As a consequence, there remain six possible combinations of $p, q$ and $q, r$. A closer inspection shows that all these six combinations are in fact 4-dimensional regular polytopes; we shall call them $p, q, r$-cells with Schläfli symbols $\{p, q, r\}$.

| $\{p, q, r\}$ | $N_{0}$ | $N_{1}$ | $N_{2}$ | $N_{3}$ | Face | Vertex |
| :--- | ---: | ---: | ---: | ---: | :--- | :--- |
| $\{3,3,3\}$ | 5 | 10 | 10 | 5 | Tetrahedron | Tetrahedron |
| $\{3,3,4\}$ | 8 | 24 | 32 | 16 | Tetrahedron | Octahedron |
| $\{4,3,3\}$ | 16 | 32 | 24 | 8 | Cube | Tetrahedron |
| $\{3,4,3\}$ | 24 | 96 | 96 | 24 | Octahedron | Cube |
| $\{3,3,5\}$ | 120 | 720 | 1200 | 600 | Tetrahedron | Icosahedron |
| $\{5,3,3\}$ | 600 | 1200 | 720 | 120 | Dodecahedron | Tetrahedron |

There are the regular simplex $\{3,3,3\}$ and the hypercube $\{4,3,3\}$, also called a tesseract. There is the octahedron analog $\{3,3,4\}$, a dipyramid with octahedron as a basis. There are the analogs of the icosahedron and the dodecahedron, $\{3,3,5\}$ and $\{5,3,3\}$; and there is an extra regular polytope $\{3,4,3\}$.

The 3 -dimensional space can be filled with cubes, a configuration with

Schläfli symbol $\{4,3,4\}$. The 4 -dimensional space can be filled with hypercubes, dipyramids and the extra regular polytope, configurations with Schläfli symbols $\{4,3,3,4\},\{3,3,4,3\}$ and $\{3,4,3,3\}$.

In a higher-dimensional space, $n>4$, there are only the regular simplex, dipyramid and hypercube, and it can only be filled with hypercubes.

### 6.4 The spheres

A circle with radius $r$ in $\mathbb{R}^{2}$ has circumference $2 \pi r$ and area $\pi r^{2}$. A sphere with radius $r$ in $\mathbb{R}^{3}$ has surface $4 \pi r^{2}$ and volume $\frac{4}{3} \pi r^{3}$. A hypersphere with radius $r$ in $\mathbb{R}^{4}$ has 3 -dimensional surface $2 \pi^{2} r^{3}$ and 4 -dimensional hypervolume $\frac{1}{2} \pi^{2} r^{4}$. For lower-dimensional spheres we have the following table:

| $n$ | surface | volume |
| :---: | :---: | :---: |
| 1 | 2 | $2 r$ |
| 2 | $2 \pi r$ | $\pi r^{2}$ |
| 3 | $4 \pi r^{2}$ | $\frac{4}{3} \pi r^{3}$ |
| 4 | $2 \pi^{2} r^{3}$ | $\frac{1}{2} \pi^{2} r^{4}$ |
| 5 | $\frac{8}{3} \pi^{2} r^{4}$ | $\frac{8}{15} \pi^{2} r^{5}$ |

If the volume of the sphere in $\mathbb{R}^{n}$ is denoted by $\omega_{n} r^{n}$ then its surface is $n \omega_{n} r^{n-1}$. Observe a rule $m \omega_{m} r^{m-1}=2 \pi r \cdot \omega_{n} r^{n}$ between the surface in dimension $m=n+2$ and the volume in dimension $n$. This leads to the recursion

$$
\omega_{n+2}=\frac{2 \pi \omega_{n}}{n+2}
$$

and the formula

$$
\omega_{n}=\frac{\pi^{n / 2}}{(n / 2)!}
$$

which can be computed for odd $n$ by recalling that $(1 / 2)!=\sqrt{\pi} / 2$.

### 6.5 Rotations in four dimensions

Let $A$ be an antisymmetric $4 \times 4$-matrix, that is, $A \in \operatorname{Mat}(4, \mathbb{R}), A^{\top}=$ $-A$. Then the matrix $e^{A}$ represents a rotation of the 4 -dimensional Euclidean space $\mathbb{R}^{4}$. In general, a rotation of $\mathbb{R}^{4}$ has two invariant planes which are completely orthogonal; in particular they have only one point in common. The antisymmetric matrix $A$ has imaginary eigenvalues, say $\pm i \alpha$ and $\pm i \beta$, the eigenvalues of the rotation matrix $e^{\boldsymbol{A}}$ are unit complex numbers $e^{ \pm i \alpha}$ and $e^{ \pm i \beta}$, and the invariant planes turn by angles $\alpha$ and $\beta$ under $e^{A}$. First, assume
that $\alpha>\beta \geq 0$ (and $\alpha<\pi$ ). Each vector is turned through at least an angle $\beta$ and at most an angle $\alpha$. In the case $\beta=0$ we have a simple rotation leaving one plane point-wise fixed. If $\beta / \alpha$ is rational, then $e^{t A}=I$ for some $t>0$. If $\beta / \alpha$ is irrational, then $e^{t A} \neq I$ for any $t>0$.

By the Cayley-Hamilton theorem $e^{A}$ is a linear combination of the matrices $I, A, A^{2}$ and $A^{3}$ so that

$$
e^{A}=h_{0} I+h_{1} A+h_{2} A^{2}+h_{3} A^{3}
$$

and direct computation shows that

$$
\begin{aligned}
h_{0} & =\frac{1}{\alpha^{2}-\beta^{2}}\left(\alpha^{2} \cos \beta-\beta^{2} \cos \alpha\right) \\
h_{1} & =\frac{1}{\alpha^{2}-\beta^{2}}\left(\frac{\alpha^{2}}{\beta} \sin \beta-\frac{\beta^{2}}{\alpha} \sin \alpha\right) \\
h_{2} & =\frac{1}{\alpha^{2}-\beta^{2}}(\cos \beta-\cos \alpha) \\
h_{3} & =\frac{1}{\alpha^{2}-\beta^{2}}\left(\frac{1}{\beta} \sin \beta-\frac{1}{\alpha} \sin \alpha\right)
\end{aligned}
$$

Letting $\alpha$ now approach $\beta$ and computing the coefficients in the limit give

$$
\begin{aligned}
\lim _{\alpha \rightarrow \beta} e^{A}= & I\left(\cos \alpha+\frac{\alpha}{2} \sin \alpha\right) \\
& +\frac{A}{\alpha}\left(\frac{3}{2} \sin \alpha-\frac{\alpha}{2} \cos \alpha\right) \\
& +\frac{A^{2}}{\alpha^{2}}\left(\frac{\alpha}{2} \sin \alpha\right) \\
& +\frac{A^{3}}{\alpha^{3}}\left(\frac{1}{2} \sin \alpha-\frac{\alpha}{2} \cos \alpha\right) .
\end{aligned}
$$

Observe that in the limit $A^{2}=-\alpha^{2} I$, which cancels some terms and results in

$$
\lim _{\alpha \rightarrow \beta} e^{A}=I \cos \alpha+\frac{A}{\alpha} \sin \alpha
$$

These rotations with only one rotation angle $\alpha$ have a whole bundle of invariant rotation planes. In fact, every point of $\mathbb{R}^{4}$ stays in some invariant plane, but not every plane of $\mathbb{R}^{4}$ is an invariant plane of $e^{A}$.

If a rotation $U$ of $\mathbb{R}^{4}$ has rotation angles $\alpha$ and $\beta$ we shall denote it by $U(\alpha, \beta)$. Consider the set $\mathcal{J}=\{U(\alpha, \beta) \in S O(4) \mid \alpha=\beta\}$ and the relation ' $\sim$ ' in the set $\mathcal{J}^{\prime}=\mathcal{J} \backslash\{I,-I\}$,

$$
U \sim V \Longleftrightarrow U V \in \mathcal{J}
$$

which can be seen to be an equivalence relation. The equivalence class of a matrix $U \in \mathcal{J}^{\prime}$ is the set $\left\{X \in \mathcal{J}^{\prime} \mid X \sim U\right\}$. This equivalence class together
with the center $\{I,-I\}$ of the rotation group $S O(4)$ forms a subgroup of $S O(4)$, denoted in the sequel by the letter $Q$. Also $(\mathcal{J} \backslash Q) \cup\{I,-I\}$ is a subgroup of $S O(4)$; denote it by $Q^{*}$. Observe that $U V=V U$ for $U \in Q$ and $V \in Q^{*}$. It can be shown that $Q$ and $Q^{*}$ are isomorphic to the group of unit quaternions $S^{3}=\{q \in \mathbb{H}| | q \mid=1\}$.

Each rotation $L \in S O(4)$ of $\mathbb{R}^{4}$ can be written in the form $L=U V$, where $U \in Q, V \in Q^{*}$. The rotation angles of $L$ are $\alpha \pm \beta$ when the rotation angles of $U$ and $V$ are $\alpha$ and $\beta$. A pair of completely orthogonal planes, both with a fixed sense of rotation, induces a pair of senses of rotations for all pairs of completely orthogonal planes. There are two classes of such pairs of oriented planes: those of the type $Q$ and those of type $Q^{*}$.


Furthermore, we have an isomorphism of algebras,

$$
\mathbb{H} \simeq\{\lambda q \mid \lambda>0, q \in Q\} \cup\{0\},
$$

which we shall regard as an identification. Introduce the algebra

$$
\mathbb{H}^{*}=\left\{\lambda q \mid \lambda>0, q \in Q^{*}\right\} \cup\{0\} .
$$

and observe an isomorphism of algebras, $\mathbb{H} \simeq \mathbb{H}^{*}$.

### 6.6 Rotating ball in $\mathbb{R}^{4}$

A rotating ball in $\mathbb{R}^{3}$ has an axis of rotation, like the axis going through the North and South Poles, and a plane of rotation, like the plane of the equator. A rotating ball in $\mathbb{R}^{4}$ has two planes of rotation, which are completely orthogonal to each other in the sense that they have only one point in common. Let the angular velocities in these planes be bivectors $\omega_{1}$ and $\omega_{2}$. The total angular velocity is a bivector $\omega=\omega_{1}+\omega_{2}$. The velocity $\mathbf{v}$ of a point $\mathbf{x}$ on the surface of the ball is

$$
\left.\mathbf{v}=\mathbf{x}\lrcorner \omega_{1}+\mathbf{x}\right\lrcorner \omega_{2}
$$

Assume that $\varphi$ is the angle between the direction $\mathbf{x}$ and the plane of $\omega_{1}$. Then

$$
|\mathbf{v}|=|\mathbf{x}| \sqrt{\left|\omega_{1}\right|^{2}(\cos \varphi)^{2}+\left|\omega_{2}\right|^{2}(\sin \varphi)^{2}}
$$

Therefore, the local angular velocity $|\mathbf{v}| /|\mathbf{x}|$ is always between $\left|\omega_{1}\right|$ and $\left|\omega_{2}\right|$.
If $\left|\omega_{1}\right|=\left|\omega_{2}\right|$, then every point on the sphere is rotating at the same velocity and furthermore every point is travelling along some great circle, that is, everybody is living on an equator!

### 6.7 The Clifford algebra $\mathcal{C} \ell_{4}$

The Clifford algebra $\mathcal{C} \ell_{4}$ of $\mathbb{R}^{4}$ with an orthonormal basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}, \mathbf{e}_{4}\right\}$ is generated by the relations

$$
\mathbf{e}_{1}^{2}=\mathbf{e}_{2}^{2}=\mathbf{e}_{3}^{2}=\mathbf{e}_{4}^{2}=1 \quad \text { and } \quad \mathbf{e}_{i} \mathbf{e}_{j}=-\mathbf{e}_{j} \mathbf{e}_{i} \quad \text { for } \quad i \neq j
$$

It is a 16 -dimensional algebra with basis consisting of

$$
\begin{aligned}
\text { scalar } & 1 \\
\text { vectors } & \mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}, \mathbf{e}_{4} \\
\text { bivectors } & \mathbf{e}_{12}, \mathbf{e}_{13}, \mathbf{e}_{14}, \mathbf{e}_{23}, \mathbf{e}_{24}, \mathbf{e}_{34} \\
\text { 3-vectors } & \mathbf{e}_{123}, \mathbf{e}_{124}, \mathbf{e}_{134}, \mathbf{e}_{234} \\
\text { volume element } & \mathbf{e}_{1234}
\end{aligned}
$$

where $\mathbf{e}_{i j}=\mathbf{e}_{i} \mathbf{e}_{j}$ for $i \neq j$ and $\mathbf{e}_{1234}=\mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{3} \mathbf{e}_{4}$.
An arbitrary element $u \in \mathcal{C} \ell_{4}$ is a sum of its $k$-vector parts:

$$
u=\langle u\rangle_{0}+\langle u\rangle_{1}+\langle u\rangle_{2}+\langle u\rangle_{3}+\langle u\rangle_{4} \quad \text { where } \quad\langle u\rangle_{k} \in \bigwedge^{k} \mathbb{R}^{4} .
$$

There are three important involutions of $\mathcal{C} \ell_{4}$ :

$$
\begin{array}{ll}
\hat{u}=\langle u\rangle_{0}-\langle u\rangle_{1}+\langle u\rangle_{2}-\langle u\rangle_{3}+\langle u\rangle_{4} & \text { grade involution } \\
\tilde{u}=\langle u\rangle_{0}+\langle u\rangle_{1}-\langle u\rangle_{2}-\langle u\rangle_{3}+\langle u\rangle_{4} & \text { reversion } \\
\bar{u}=\langle u\rangle_{0}-\langle u\rangle_{1}-\langle u\rangle_{2}+\langle u\rangle_{3}+\langle u\rangle_{4} & \text { Clifford-conjugation. }
\end{array}
$$

The Clifford algebra $\mathcal{C} \ell_{4}$ is isomorphic to the real algebra of $2 \times 2$-matrices $\operatorname{Mat}(2, \mathbb{H})$ with quaternions as entries,

$$
\mathbf{e}_{1}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \mathbf{e}_{2}=\left(\begin{array}{cc}
0 & -j \\
j & 0
\end{array}\right), \mathbf{e}_{3}=\left(\begin{array}{cc}
0 & -k \\
k & 0
\end{array}\right), \mathbf{e}_{4}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) .
$$

### 6.8 Bivectors in $\bigwedge^{2} \mathbb{R}^{4} \subset \mathcal{C} \ell_{4}$

The essential difference between 3 -dimensional and 4-dimensional spaces is that bivectors are no longer products of two vectors. Instead, bivectors are
sums of products of two vectors in $\mathbb{R}^{4}$. In the 3 -dimensional space $\mathbb{R}^{3}$ there are only simple bivectors, that is, all the bivectors represent a plane. In the 4 -dimensional space $\mathbb{R}^{4}$ this is not the case any more.
Example. The bivector $\mathbf{B}=\mathbf{e}_{12}+\mathbf{e}_{34} \in \bigwedge^{2} \mathbb{R}^{4}$ is not simple. For all simple elements the square is real, but $\mathbf{B}^{2}=-2+2 \mathbf{e}_{1234} \notin \mathbb{R}$.
If the square of a bivector is real, then it is simple. ${ }^{1}$
Usually a bivector in $\Lambda^{2} \mathbb{R}^{4}$ can be uniquely written as a sum of two simple bivectors, which represent completely orthogonal planes. There is an exception to this uniqueness, crucial to the study of four dimensions: If the simple components of a bivector have equal squares, that is equal norms, then the decomposition to a sum of simple components is not unique.
Example. The bivector $\mathbf{e}_{1} \mathbf{e}_{2}+\mathbf{e}_{3} \mathbf{e}_{4}$ can also be decomposed into a sum of two completely orthogonal bivectors as follows:

$$
\mathbf{e}_{1} \mathbf{e}_{2}+\mathbf{e}_{3} \mathbf{e}_{4}=\frac{1}{2}\left(\mathbf{e}_{1}+\mathbf{e}_{3}\right)\left(\mathbf{e}_{2}+\mathbf{e}_{4}\right)+\frac{1}{2}\left(\mathbf{e}_{1}-\mathbf{e}_{3}\right)\left(\mathbf{e}_{2}-\mathbf{e}_{4}\right) .
$$

### 6.9 The group $\operatorname{Spin}(4)$ and its Lie algebra

The group $\operatorname{Spin}(4)=\left\{s \in \mathcal{C} \ell_{4}^{+} \mid s \tilde{s}=1\right\}$ is a two-fold covering group of the rotation group $S O(4)$ so that the map

$$
\mathbb{R}^{4} \rightarrow \mathbb{R}^{4}, \mathbf{x} \rightarrow s \mathbf{x} s^{-1}, \quad \text { where } \quad s \in \operatorname{Spin}(4)
$$

is a rotation, and each rotation can be so represented, the same rotation being obtained by $s$ and $-s$. The Lie algebra of $\operatorname{Spin}(4)$ is the subspace of bivectors $\bigwedge^{2} \mathbb{R}^{4}$ with commutator product as the product. The two sets of basis bivectors

$$
\begin{array}{ll}
\frac{1}{4}\left(\mathbf{e}_{23}+\mathbf{e}_{14}\right) & \frac{1}{4}\left(\mathbf{e}_{23}-\mathbf{e}_{14}\right) \\
\frac{1}{4}\left(\mathbf{e}_{31}+\mathbf{e}_{24}\right) \text { and } & \frac{1}{4}\left(\mathbf{e}_{31}-\mathbf{e}_{24}\right) \\
\frac{1}{4}\left(\mathbf{e}_{12}+\mathbf{e}_{34}\right) & \frac{1}{4}\left(\mathbf{e}_{12}-\mathbf{e}_{34}\right)
\end{array}
$$

in $\bigwedge^{2} \mathbb{R}^{4} \subset \mathcal{C} \ell_{4}$ both span a Lie algebra isomorphic to the subspace $\bigwedge^{2} \mathbb{R}^{3} \subset$ $\mathcal{C} \ell_{3}$ with basis $\left\{\frac{1}{2} \mathbf{e}_{23}, \frac{1}{2} \mathbf{e}_{31}, \frac{1}{2} \mathbf{e}_{12}\right\}$, that is, they satisfy the same commutation relations. In other words, the Lie algebras

$$
\frac{1}{2}\left(1-\mathbf{e}_{1234}\right) \bigwedge^{2} \mathbb{R}^{4} \quad \text { and } \quad \frac{1}{2}\left(1+\mathbf{e}_{1234}\right) \bigwedge^{2} \mathbb{R}^{4}
$$

[^16]are both isomorphic to $\Lambda^{2} \mathbb{R}^{3}$. The two subspaces $\frac{1}{2}\left(1 \pm \mathbf{e}_{1234}\right) \bigwedge^{2} \mathbb{R}^{4}$ of $\mathcal{C} \ell_{4}$ annihilate each other, and consequently,
$$
\bigwedge^{2} \mathbb{R}^{4} \simeq \bigwedge^{2} \mathbb{R}^{3} \oplus \bigwedge^{2} \mathbb{R}^{3}
$$

At the group level this means the isomorphism

$$
\operatorname{Spin}(4) \simeq \operatorname{Spin}(3) \times \operatorname{Spin}(3)
$$

where $\operatorname{Spin}(3) \simeq S^{\mathbf{3}} \simeq S U(2)$.

### 6.10 The mapping $\mathbf{F} \rightarrow(1+\mathbf{F})(1-\mathbf{F})^{-1}$ for $\mathbf{F} \in \bigwedge^{2} \mathbb{R}^{4}$

The exponential $e^{\mathbf{F} / 2} \in \mathbf{S p i n}(4)$ of a bivector $\mathbf{F} \in \bigwedge^{2} \mathbb{R}^{4}$ corresponds to the rotation $e^{A} \in S O(4)$, where $A(\mathbf{x})=\mathbf{F} L \mathbf{x}$, for $\mathbf{x} \in \mathbb{R}^{4}$. Every rotation of $\mathbb{R}^{4}$ can be so represented, and the two elements $\pm e^{\mathbf{F} / 2}$ represent the same rotation.

The exterior exponential $e^{\mathbf{F}}=1+\mathbf{F}+\frac{1}{2} \mathbf{F} \wedge \mathbf{F}$ of a bivector $\mathbf{F} \in \bigwedge^{2} \mathbb{R}^{4}$ is a multiple of an element in $\operatorname{Spin}(4)$, that is,

$$
\frac{e^{\mathbf{F}}}{\left|e^{\mathbf{F}}\right|} \in \operatorname{Spin}(4)
$$

Up to a sign, every element in $\operatorname{Spin}(4)$ can be so represented, except $\pm \mathbf{e}_{1234}$. The exterior exponential $e^{\mathbf{F}}$ of the bivector $\mathbf{F}$ corresponds to the rotation $(I+A)(I-A)^{-1}$; every rotation of $\mathbb{R}^{4}$ can be so represented, except $-I$.

The above observations raise the question: What is the rotation corresponding to $(1+\mathbf{F})(1-\mathbf{F})^{-1} \in \mathbf{S p i n}(4)$ ? This is an interesting and non-trivial question in dimension 4. ${ }^{2}$ Here follows the answer.

Let $\mathbf{F} \in \bigwedge^{2} \mathbb{R}^{4}$. The antisymmetric function induced by $\mathbf{F}$ is denoted by $A$, that is, $A(\mathbf{x})=\mathbf{F} \mathrm{L} \mathbf{x}$ for all $\mathbf{x} \in \mathbb{R}^{4}$. Write $s=(1+\mathbf{F})(1-\mathbf{F})^{-1}$. The rotation induced by $s \in \operatorname{Spin}(4)$ is denoted by $U \in S O(4)$, that is, $U=(I+A)(I-A)^{-1}$. In other words, $U(\mathbf{x})=s \mathbf{x} s^{-1}$ for all $\mathbf{x} \in \mathbb{R}^{4}$. The following cases can be distinguished:
(i) If $\mathbf{F} \in \Lambda^{2} \mathbb{R}^{3}$ then $U=\left(\frac{I+A}{I-A}\right)^{2}$.
(ii) If $\mathbf{F} \in \Lambda^{2} \mathbb{R}^{4}$ is simple, then $U=\left(\frac{I+A}{I-A}\right)^{2}$.
(iii) If $\mathbf{F} \in \bigwedge^{2} \mathbb{R}^{4}$ is isoclinic, then $U=\frac{I+2 A}{I-2 A}$.
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(iv) In the case of an arbitrary $\mathbf{F} \in \bigwedge^{2} \mathbb{R}^{4}$ we cannot express $U$ as a rational function of $A$ [although $U$ still has the same eigenplanes as $A$ ]. Instead,
$$
U=\frac{A^{4}+B^{4}-2 A^{2} B^{2}+6 A^{2}-2 B^{2}+I+4 A\left(A^{2}-B^{2}+I\right)}{A^{4}+B^{4}-2 A^{2} B^{2}-2 A^{2}-2 B^{2}+I}
$$
where $B(\mathbf{x})=\left(\mathbf{F e}_{1234}\right) \mathrm{L} \mathbf{x}$, the dual of $A$. The denominator of $U$ is a multiple of the identity $I .^{3}$

## Summary

There are three different kinds of rotations in four dimensions depending on the values of the rotation angles $\alpha, \beta$ satisfying $\pi>\alpha \geq \beta \geq 0$. Let $R: \mathbb{R}^{4} \rightarrow$ $\mathbb{R}^{4}$ be a rotation and a a non-zero vector with iterated images $\mathbf{b}=R(\mathbf{a})$, $\mathbf{c}=R(\mathbf{b}), \mathbf{d}=R(\mathbf{c})$. In general, $\mathbf{a}, \mathbf{b}, \mathbf{c}, \mathbf{d}$ are linearly independent, that is, $\mathbf{a} \wedge \mathbf{b} \wedge \mathbf{c} \wedge \mathbf{d} \neq 0$. In the case of a simple rotation with $\beta=0$, only the vectors $\mathbf{a}, \mathbf{b}, \mathbf{c}$ are linearly independent, that is, $\mathbf{a} \wedge \mathbf{b} \wedge \mathbf{c} \neq 0$ but $\mathbf{a} \wedge \mathbf{b} \wedge \mathbf{c} \wedge \mathbf{d}=0$. In the case of an isoclinic ${ }^{4}$ rotation with $\alpha=\beta$, only the vectors $\mathbf{a}, \mathbf{b}$ are linearly independent, that is, $\mathbf{a} \wedge \mathbf{b} \neq 0$ but $\mathbf{a} \wedge \mathbf{b} \wedge \mathbf{c}=0$ and $\mathbf{a} \wedge \mathbf{b} \wedge \mathbf{d}=0$.

In general, a rotation of $\mathbb{R}^{4}$ has six parameters, computed as

$$
(3+2-1)+2=6 .
$$

The number 3 comes from picking up a unit vector $\mathbf{a}$; the number 2 comes from picking up a unit vector $\mathbf{b}$ in the orthogonal complement of $\mathbf{a}$; the unit bivector $\mathbf{a b}=\mathbf{a} \wedge \mathbf{b}$ fixes a plane but the same plane is obtained by rotating $\mathbf{a}$ and $\mathbf{b}$ in the plane of $\mathbf{a} \wedge \mathbf{b}$, thus subtract 1 ; then finally add 2 for the two rotation parameters/angles $\alpha$ and $\beta$. On the other hand, an isoclinic rotation has three parameters, computed as

$$
(3-1)+1=3 .
$$

The number 3 comes from picking up a unit vector a in $S^{3}$; but in an isoclinic rotation a stays in a plane or a great circle $S^{1}$, so subtract 1 ; and finally add 1 for the rotation/angle $\alpha=\beta$.

A simple bivector, an exterior product of two vectors, corresponds to simple
3 In dimension 5 the rotation $U$ is given by the same expression, when

$$
B(\mathbf{x})=\left(\mathbf{F} \frac{\mathbf{F} \wedge \mathbf{F}}{|\mathbf{F} \wedge \mathbf{F}|}\right) \mathrm{L} \mathbf{x} .
$$

The denominator is no longer a multiple of $I$, although it still commutes with the numerator by virtue of $A B=B A$.
4 An isoclinic rotation with equal rotation angles corresponds to a multiplication by a quaternion.
rotation turning only one plane. A simple bivector multiplied by one of the idempotents $\frac{1}{2}\left(1 \pm \mathbf{e}_{1234}\right)$ corresponds to an isoclinic rotation. An isoclinic rotation has an infinity of rotation planes, and in fact, each vector is in some invariant rotation plane of an isoclinic rotation.

The two-fold cover $\operatorname{Spin}(4)$ of $S O(4)$ has three different subgroups isomorphic to $\operatorname{Spin}(3)$, each with a Lie algebra

$$
\bigwedge^{2} \mathbb{R}^{3}, \quad \frac{1}{2}\left(1+\mathbf{e}_{1234}\right) \bigwedge^{2} \mathbb{R}^{4}, \quad \frac{1}{2}\left(1-\mathbf{e}_{1234}\right) \bigwedge^{2} \mathbb{R}^{4}
$$

There is an automorphism of $\operatorname{Spin}(4)$ which swaps the last two copies of $\operatorname{Spin}(3)$, but there is no automorphism of $\operatorname{Spin}(4)$ swapping the first copy of $\operatorname{Spin}(3)$ with either of the other two copies.

## Exercises

1. Compute the squares of $\frac{1}{2}\left(1+\mathbf{e}_{12}+\mathbf{e}_{34} \pm \mathbf{e}_{1234}\right)$.
2. Take a vector $\mathbf{a} \in \mathbb{R}^{4}$ and a bivector $\mathbf{B}=\alpha \mathbf{e}_{12}+\beta \mathbf{e}_{34} \in \Lambda^{2} \mathbb{R}^{4}$. Show that $\mathbf{B a B} \in \mathbb{R}^{4}$.
3. Compute $\exp \left(\alpha \mathbf{e}_{12}+\beta \mathbf{e}_{34}\right)$.
4. Let $\mathbf{a}=a_{1} \mathbf{e}_{1}+a_{2} \mathbf{e}_{2}+a_{3} \mathbf{e}_{3}$ and $\mathbf{b}=b_{1} \mathbf{e}_{1}+b_{2} \mathbf{e}_{2}+b_{3} \mathbf{e}_{3}$. Compute $\mathbf{A}=\mathbf{a e}_{123}$ and $\mathbf{B}=\mathbf{b e}_{123}$. Determine $\frac{1}{2}\left(1+\mathbf{e}_{1234}\right) \mathbf{A}$ and $\frac{1}{2}\left(1-\mathbf{e}_{1234}\right) \mathbf{B}$, and show that these bivectors commute.
5. Compute $\mathbf{C}=\frac{1}{2}\left(1+\mathbf{e}_{1234}\right) \mathbf{A}+\frac{1}{2}\left(1-\mathbf{e}_{1234}\right) \mathbf{B}$, and express $\exp (\mathbf{C})$ using $|\mathbf{a}|$ and $|\mathbf{b}|$. What are the two rotation angles of the rotation $\mathbb{R}^{4} \rightarrow \mathbb{R}^{4}, \mathbf{x} \rightarrow c \mathbf{x} c^{-1}$ where $c=\exp (\mathbf{C})$ ?
6. Consider the Lie algebra $\bigwedge^{2} \mathbb{R}^{4}$ with the commutator product $[a, b]=a b-b a$, and its three subalgebras spanned by

$$
\begin{aligned}
\mathcal{V}: & \frac{1}{2} \mathbf{e}_{23}, \frac{1}{2} \mathbf{e}_{31}, \frac{1}{2} \mathbf{e}_{12} \\
\mathcal{I}_{1}: & \frac{1}{4}\left(\mathbf{e}_{23}-\mathbf{e}_{14}\right), \frac{1}{4}\left(\mathbf{e}_{31}-\mathbf{e}_{24}\right), \frac{1}{4}\left(\mathbf{e}_{12}-\mathbf{e}_{34}\right) \\
\mathcal{I}_{2}: & \frac{1}{4}\left(\mathbf{e}_{23}+\mathbf{e}_{14}\right), \frac{1}{4}\left(\mathbf{e}_{31}+\mathbf{e}_{24}\right), \frac{1}{4}\left(\mathbf{e}_{12}+\mathbf{e}_{34}\right),
\end{aligned}
$$

each isomorphic to $\Lambda^{2} \mathbb{R}^{3}$. Show that there is no automorphism of the Lie algebra $\Lambda^{2} \mathbb{R}^{4}$ which permuts $\mathcal{V}, \mathcal{I}_{1}, \mathcal{I}_{2}$ cyclically or swaps $\mathcal{V}$ for $\mathcal{I}_{1}$ or $\mathcal{I}_{2}$.
7. In two dimensions we can place 4 circles of radius $r$ inside a square of side $4 r$, and put a circle of radius $(\sqrt{2}-1) r$ in the middle of the 4 circles. In three dimensions we can place 8 spheres of radius $r$ inside a cube of side $4 r$, and put a sphere of radius $(\sqrt{3}-1) r$ in the middle of the 8 circles. In $n$ dimensions we can place $2^{n}$ spheres of radius $r$ inside a hypercube of side $4 r$, and put a sphere of radius $(\sqrt{n}-1) r$ in the middle of the $2^{n}$ spheres.

Dimensions 2 and 3 differ topologically: in dimension 3 one can see the middle sphere from outside the cube. Let the dimension be progressively increased. In some dimension the middle sphere actually emerges out of the hypercube. In some dimension the middle sphere becomes even bigger than the hypercube, in the sense that its volume is larger than the volume of the hypercube. Determine those dimensions.

## Solutions

1. $\mathbf{e}_{1234}, \mathbf{e}_{12}+\mathbf{e}_{34}$.
2. $\cos \alpha \cos \beta+\mathbf{e}_{12} \sin \alpha \cos \beta+\mathbf{e}_{34} \cos \alpha \sin \beta+\mathbf{e}_{1234} \sin \alpha \sin \beta$.
3. The rotation angles are $\alpha=(|\mathbf{a}|+|\mathbf{b}|) / 2$ and $\beta=(|\mathbf{a}|-|\mathbf{b}|) / 2$, and

$$
\begin{aligned}
& \frac{1}{2}\left(1+\mathbf{e}_{1234}\right)\left(\cos |\mathbf{a}|+\frac{\mathbf{A}}{|\mathbf{a}|} \sin |\mathbf{a}|\right)+\frac{1}{2}\left(1-\mathbf{e}_{1234}\right)\left(\cos |\mathbf{b}|+\frac{\mathbf{B}}{|\mathbf{b}|} \sin |\mathbf{b}|\right) \\
& \quad=\cos \alpha \cos \beta-\mathbf{e}_{1234} \sin \alpha \sin \beta \\
& \quad+\mathbf{C} \frac{\alpha-\beta \mathbf{e}_{1234}}{\alpha^{2}-\beta^{2}}\left(\sin \alpha \cos \beta+\mathbf{e}_{1234} \cos \alpha \sin \beta\right) .
\end{aligned}
$$

7. In dimension 9 the middle sphere touches the surface of the hypercube, and in dimension 10 it emerges out of the hypercube. In dimension 1206 the volume of the middle sphere is larger than the volume of the hypercube.
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## The Cross Product

The cross product is useful in many physical applications. It measures the angular velocity $\vec{\omega}=\vec{r} \times \vec{v}$ about $O$ of a body moving at velocity $\vec{v}$ at the position $P, \vec{r}=\overrightarrow{O P}$. It is used to describe the torque $\vec{r} \times \vec{F}$ about $O$ of a force $\vec{F}$ acting at $\vec{r}$. It also gives the force $\vec{F}=q \vec{v} \times \vec{B}$ acting on a charge $q$ moving at velocity $\vec{v}$ in a magnetic field $\vec{B}$.

The usefulness of the cross product in three dimensions suggests the following questions: Is there a higher-dimensional analog of the cross product of two vectors in $\mathbb{R}^{3}$ ? If an analog exists, is it unique?

The first question is usually responded to by giving an answer to a modified question by explaining that there is a higher-dimensional analog of the cross product of $n-1$ vectors in $\mathbb{R}^{n}$. However, such a reply not only does not answer the original question, but also gives an incomplete answer to the modified question. In this chapter we will give a complete answer to the above questions and their modifications.

### 7.1 Scalar product in $\mathbb{R}^{3}$

The linear space $\mathbb{R}^{3}$ can be given extra structure by introducing the scalar product or dot product

$$
\mathbf{a} \cdot \mathbf{b}=a_{1} b_{1}+a_{2} b_{2}+a_{3} b_{3}
$$

for vectors $\mathbf{a}=a_{1} \mathbf{e}_{1}+a_{2} \mathbf{e}_{2}+a_{3} \mathbf{e}_{3}$ and $\mathbf{b}=b_{1} \mathbf{e}_{1}+b_{2} \mathbf{e}_{2}+b_{3} \mathbf{e}_{3}$ in $\mathbb{R}^{3}$. The scalar product is scalar valued, $\mathbf{a} \cdot \mathbf{b} \in \mathbb{R}$, and satisfies

$$
\begin{array}{ll}
\left.\begin{array}{l}
(\mathbf{a}+\mathbf{b}) \cdot \mathbf{c}=\mathbf{a} \cdot \mathbf{c}+\mathbf{b} \cdot \mathbf{c} \\
(\lambda \mathbf{a}) \cdot \mathbf{b}=\lambda(\mathbf{a} \cdot \mathbf{b})
\end{array}\right\} & \text { linear in the first factor } \\
\mathbf{a} \cdot \mathbf{b}=\mathbf{b} \cdot \mathbf{a} & \text { symmetric } \\
\mathbf{a} \cdot \mathbf{a}>0 \text { for } \mathbf{a} \neq 0 & \text { positive definite } .
\end{array}
$$

Linearity with respect to the first argument together with symmetry implies that the scalar product is linear with respect to both arguments, that is, it is bilinear. The symmetric bilinear scalar valued product gives rise to the quadratic form

$$
\mathbb{R}^{3} \rightarrow \mathbb{R}, \quad \mathbf{a}=a_{1} \mathbf{e}_{1}+a_{2} \mathbf{e}_{2}+a_{3} \mathbf{e}_{3} \rightarrow \mathbf{a} \cdot \mathbf{a}=a_{1}^{2}+a_{2}^{2}+a_{3}^{2}
$$

which makes the linear space $\mathbb{R}^{3}$ into a quadratic space $\mathbb{R}^{3}$. The quadratic form is positive definite, that is, $\mathbf{a} \cdot \mathbf{a}=0$ implies $\mathbf{a}=0$, which allows us to introduce the length ${ }^{1}|\mathbf{a}|=\sqrt{\mathbf{a} \cdot \mathbf{a}}$ of a vector $\mathbf{a} \in \mathbb{R}^{3}$. The real linear space $\mathbb{R}^{3}$ with a positive definite quadratic form on itself is called a Euclidean space $\mathbb{R}^{3}$. The length and the scalar product satisfy

$$
\begin{array}{ll}
|\mathbf{a}+\mathbf{b}| \leq|\mathbf{a}|+|\mathbf{b}| & \text { triangle inequality } \\
|\mathbf{a} \cdot \mathbf{b}| \leq|\mathbf{a}||\mathbf{b}| & \text { Cauchy-Schwarz inequality }
\end{array}
$$

where the latter inequality gives rise to the concept of angle. The angle $\varphi$ between two directions $\mathbf{a}$ and $\mathbf{b}$ is obtained from

$$
\cos \varphi=\frac{\mathbf{a} \cdot \mathbf{b}}{|\mathbf{a}||\mathbf{b}|} .
$$

Thus, we can write the scalar product in the form

$$
\mathbf{a} \cdot \mathbf{b}=|\mathbf{a}||\mathbf{b}| \cos \varphi
$$

a formula which is usually taken as a definition of the scalar product, although this requires prior introduction of the concepts of length and angle.

### 7.2 Cross product in $\mathbb{R}^{3}$

In the Euclidean space $\mathbb{R}^{3}$ it is convenient to introduce a vector valued product, the cross product $\mathbf{a} \times \mathbf{b} \in \mathbb{R}^{3}$ of $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{3}$, with the following properties:

$$
\begin{array}{ll}
(\mathbf{a} \times \mathbf{b}) \perp \mathbf{a},(\mathbf{a} \times \mathbf{b}) \perp \mathbf{b} & \text { orthogonality } \\
|\mathbf{a} \times \mathbf{b}|=|\mathbf{a}||\mathbf{b}| \sin \varphi & \text { length equals area } \\
\mathbf{a}, \mathbf{b}, \mathbf{a} \times \mathbf{b} & \text { right-hand system } .
\end{array}
$$

In other words, the vector $\mathbf{a} \times \mathbf{b}$ is perpendicular to $\mathbf{a}$ and $\mathbf{b}$, its length is equal to the area of the parallelogram with $\mathbf{a}$ and $\mathbf{b}$ as edges, and the vectors

1 The function $\mathbb{R}^{3} \rightarrow \mathbb{R}, \mathbf{a} \rightarrow|\mathbf{a}|$ is a norm satisfying $|\lambda \mathbf{a}|=|\lambda||\mathbf{a}|,|\mathbf{a}+\mathbf{b}| \leq|\mathbf{a}|+|\mathbf{b}|$, $|\mathbf{a}|=0 \Rightarrow \mathbf{a}=0$. Since this norm can be obtained from a scalar product, it satisfies the parallelogram law $|\mathbf{a}+\mathbf{b}|^{2}+|\mathbf{a}-\mathbf{b}|^{2}=2|\mathbf{a}|^{2}+2|\mathbf{b}|^{2}$.
$\mathbf{a}, \mathbf{b}$ and $\mathbf{a} \times \mathbf{b}$ are oriented according to the right hand rule.


The above definition results in the following multiplication rules:

$$
\begin{aligned}
& \mathbf{e}_{1} \times \mathbf{e}_{2}=\mathbf{e}_{3}=-\mathbf{e}_{2} \times \mathbf{e}_{1}, \\
& \mathbf{e}_{2} \times \mathbf{e}_{3}=\mathbf{e}_{1}=-\mathbf{e}_{3} \times \mathbf{e}_{2}, \\
& \mathbf{e}_{3} \times \mathbf{e}_{1}=\mathbf{e}_{2}=-\mathbf{e}_{1} \times \mathbf{e}_{3} .
\end{aligned}
$$

It is convenient to write the cross product in the form

$$
\mathbf{a} \times \mathbf{b}=\left|\begin{array}{ccc}
\mathbf{e}_{1} & \mathbf{e}_{2} & \mathbf{e}_{3} \\
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3}
\end{array}\right|
$$

The cross product is uniquely determined by

$$
\begin{array}{ll}
(\mathbf{a} \times \mathbf{b}) \cdot \mathbf{a}=0,(\mathbf{a} \times \mathbf{b}) \cdot \mathbf{b}=0 & \text { orthogonality } \\
|\mathbf{a} \times \mathbf{b}|^{2}=|\mathbf{a}|^{2}|\mathbf{b}|^{2}-(\mathbf{a} \cdot \mathbf{b})^{2} & \text { Pythagorean theorem }
\end{array}
$$

together with the right hand rule. The Pythagorean theorem can be written using the Gram determinant as

$$
|\mathbf{a} \times \mathbf{b}|^{2}=\left|\begin{array}{ll}
\mathbf{a} \cdot \mathbf{a} & \mathbf{a} \cdot \mathbf{b} \\
\mathbf{b} \cdot \mathbf{a} & \mathbf{b} \cdot \mathbf{b}
\end{array}\right|
$$

which in coordinate form means Lagrange's identity

$$
\begin{aligned}
& \left|\begin{array}{ll}
a_{2} & a_{3} \\
b_{2} & b_{3}
\end{array}\right|^{2}+\left|\begin{array}{ll}
a_{3} & a_{1} \\
b_{3} & b_{1}
\end{array}\right|^{2}+\left|\begin{array}{ll}
a_{1} & a_{2} \\
b_{1} & b_{2}
\end{array}\right|^{2} \\
& \quad=\left(a_{1}^{2}+a_{2}^{2}+a_{3}^{2}\right)\left(b_{1}^{2}+b_{2}^{2}+b_{3}^{2}\right)-\left(a_{1} b_{1}+a_{2} b_{2}+a_{3} b_{3}\right)^{2}
\end{aligned}
$$

The cross product satisfies the following rules for all $\mathbf{a}, \mathbf{b}, \mathbf{c} \in \mathbb{R}^{3}$ :

$$
\begin{array}{ll}
\mathbf{a} \times \mathbf{b}=-\mathbf{b} \times \mathbf{a} & \text { antisymmetry } \\
(\mathbf{a} \times \mathbf{b}) \cdot \mathbf{c}=\mathbf{a} \cdot(\mathbf{b} \times \mathbf{c}) & \text { interchange rule } .
\end{array}
$$

The antisymmetry of the cross product has a geometric meaning: the lack of
symmetry measures how much the two directions diverge. The cross product is not associative, $\mathbf{a} \times(\mathbf{b} \times \mathbf{c}) \neq(\mathbf{a} \times \mathbf{b}) \times \mathbf{c}$, which results in an inconvenience in computation, because parentheses cannot be omitted. ${ }^{2}$

The cross product is dual to the exterior product of two vectors:

$$
\mathbf{a} \times \mathbf{b}=-(\mathbf{a} \wedge \mathbf{b}) \mathbf{e}_{123} .
$$

Taking the exterior product of $\mathbf{a} \times(\mathbf{a} \times \mathbf{b})=\mathbf{a}(\mathbf{a} \cdot \mathbf{b})-|\mathbf{a}|^{2} \mathbf{b}$ and $\mathbf{b}$ one finds that

$$
\mathbf{a} \cdot \mathbf{b}=\frac{(\mathbf{a} \times(\mathbf{a} \times \mathbf{b})) \wedge \mathbf{b}}{\mathbf{a} \wedge \mathbf{b}} \text { for } \mathbf{a} \nmid \mathbf{b},
$$

that is, the scalar product can be recaptured from the cross product [you can also replace $\wedge$ by $\times$ in the above formula].

### 7.3 Cross product of $n-1$ vectors in $\mathbb{R}^{n}$

We can associate to three given vectors $\mathbf{a}, \mathbf{b}, \mathbf{c}$ in $\mathbb{R}^{4}$ a fourth vector

$$
\mathbf{a} \times \mathbf{b} \times \mathbf{c}=\left|\begin{array}{cccc}
\mathbf{e}_{1} & \mathbf{e}_{2} & \mathbf{e}_{3} & \mathbf{e}_{4} \\
a_{1} & a_{2} & a_{3} & a_{4} \\
b_{1} & b_{2} & b_{3} & b_{4} \\
c_{1} & c_{2} & c_{3} & c_{4}
\end{array}\right|
$$

which is orthogonal to the factors $\mathbf{a}, \mathbf{b}, \mathbf{c}$ and whose length is equal to the volume of the parallelepiped with $\mathbf{a}, \mathbf{b}, \mathbf{c}$ as edges, that is,

$$
|\mathbf{a} \times \mathbf{b} \times \mathbf{c}|^{2}=\left|\begin{array}{lll}
\mathbf{a} \cdot \mathbf{a} & \mathbf{a} \cdot \mathbf{b} & \mathbf{a} \cdot \mathbf{c} \\
\mathbf{b} \cdot \mathbf{a} & \mathbf{b} \cdot \mathbf{b} & \mathbf{b} \cdot \mathbf{c} \\
\mathbf{c} \cdot \mathbf{a} & \mathbf{c} \cdot \mathbf{b} & \mathbf{c} \cdot \mathbf{c}
\end{array}\right|
$$

The cross product $\mathbf{a} \times \mathbf{b} \times \mathbf{c}$ of three vectors $\mathbf{a}, \mathbf{b}, \mathbf{c}$ in $\mathbb{R}^{4}$ is completely antisymmetric and obeys the interchange rule slightly modified:

$$
(\mathbf{a} \times \mathbf{b} \times \mathbf{c}) \cdot \mathbf{d}=-\mathbf{a} \cdot(\mathbf{b} \times \mathbf{c} \times \mathbf{d})
$$

where $\mathbf{d} \in \mathbb{R}^{4}$. The oriented volume of the 4 -dimensional parallelepiped with $\mathbf{a}, \mathbf{b}, \mathbf{c}, \mathbf{d}$ as edges is the scalar

$$
\operatorname{det}(\mathbf{a}, \mathbf{b}, \mathbf{c}, \mathbf{d})=(\mathbf{a} \times \mathbf{b} \times \mathbf{c}) \cdot \mathbf{d}
$$

multiplied by (the unit oriented volume) $\mathbf{e}_{1234}$.

[^18]The cross product of three vectors in $\mathbb{R}^{4}$ is dual to the exterior product:

$$
\mathbf{a} \times \mathbf{b} \times \mathbf{c}=-(\mathbf{a} \wedge \mathbf{b} \wedge \mathbf{c}) \mathbf{e}_{1234}
$$

where the latter product is computed in the Clifford algebra $\mathcal{C} \ell_{4}$.
In a similar manner we can introduce in $n$ dimensions a cross product of $n-1$ factors. The result is a vector orthogonal to the factors, and the length of the vector is equal to the hypervolume of the parallelepiped formed by the factors.

### 7.4 Cross product of two vectors in $\mathbb{R}^{7}$

Is there a cross product in $n$ dimensions with just two factors? If we require the cross product to be orthogonal to the factors and have length equal to the area of the parallelogram, then the answer is no, unless $n=3$ or $n=7$.

The cross product of two vectors in $\mathbb{R}^{7}$ can be defined in terms of an orthonormal basis $\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{7}$ by antisymmetry, $\mathbf{e}_{i} \times \mathbf{e}_{j}=-\mathbf{e}_{j} \times \mathbf{e}_{i}$, and

$$
\begin{array}{ccc}
\mathbf{e}_{1} \times \mathbf{e}_{2}=\mathbf{e}_{4}, & \mathbf{e}_{2} \times \mathbf{e}_{4}=\mathbf{e}_{1}, & \mathbf{e}_{4} \times \mathbf{e}_{1}=\mathbf{e}_{2}, \\
\mathbf{e}_{2} \times \mathbf{e}_{3}=\mathbf{e}_{5}, & \mathbf{e}_{3} \times \mathbf{e}_{5}=\mathbf{e}_{2}, & \mathbf{e}_{5} \times \mathbf{e}_{2}=\mathbf{e}_{3}, \\
\vdots & \vdots & \vdots \\
\mathbf{e}_{7} \times \mathbf{e}_{1}=\mathbf{e}_{3}, & \mathbf{e}_{1} \times \mathbf{e}_{3}=\mathbf{e}_{7}, & \mathbf{e}_{3} \times \mathbf{e}_{7}=\mathbf{e}_{1}
\end{array}
$$

The above table can be condensed into the form

$$
\mathbf{e}_{i} \times \mathbf{e}_{i+1}=\mathbf{e}_{i+3}
$$

where the indices are permuted cyclically and translated modulo 7 .
This cross product of vectors in $\mathbb{R}^{7}$ satisfies the usual properties, that is,

$$
\begin{array}{ll}
(\mathbf{a} \times \mathbf{b}) \cdot \mathbf{a}=0,(\mathbf{a} \times \mathbf{b}) \cdot \mathbf{b}=0 & \text { orthogonality } \\
|\mathbf{a} \times \mathbf{b}|^{2}=|\mathbf{a}|^{2}|\mathbf{b}|^{2}-(\mathbf{a} \cdot \mathbf{b})^{2} & \text { Pythagorean theorem }
\end{array}
$$

where the second rule can also be written as $|\mathbf{a} \times \mathbf{b}|=|\mathbf{a}||\mathbf{b}| \sin \varangle(\mathbf{a}, \mathbf{b})$. Unlike the 3 -dimensional cross product, the 7 -dimensional cross product does not satisfy the Jacobi identity, $(\mathbf{a} \times \mathbf{b}) \times \mathbf{c}+(\mathbf{b} \times \mathbf{c}) \times \mathbf{a}+(\mathbf{c} \times \mathbf{a}) \times \mathbf{b} \neq 0$, and so it does not form a Lie algebra. However, the 7 -dimensional cross product satisfies the Malcev identity, a generalization of Jacobi, see Ebbinghaus et al. 1991 p. 279.

In $\mathbb{R}^{3}$ the direction of $\mathbf{a} \times \mathbf{b}$ is unique, up to two alternatives for the orientation, but in $\mathbb{R}^{7}$ the direction of $\mathbf{a} \times \mathbf{b}$ depends on a 3 -vector defining the cross product; to wit,

$$
\mathbf{a} \times \mathbf{b}=-(\mathbf{a} \wedge \mathbf{b})\lrcorner \mathbf{v} \quad[\neq-(\mathbf{a} \wedge \mathbf{b}) \mathbf{v}]
$$

depends on

$$
\mathbf{v}=\mathbf{e}_{124}+\mathbf{e}_{235}+\mathbf{e}_{346}+\mathbf{e}_{457}+\mathbf{e}_{561}+\mathbf{e}_{672}+\mathbf{e}_{713} \in \bigwedge^{3} \mathbb{R}^{7}
$$

In the 3 -dimensional space $\mathbf{a} \times \mathbf{b}=\mathbf{c} \times \mathbf{d}$ implies that $\mathbf{a}, \mathbf{b}, \mathbf{c}, \mathbf{d}$ are in the same plane, but for the cross product $\mathbf{a} \times \mathbf{b}$ in $\mathbb{R}^{7}$ there are also other planes than the linear span of $\mathbf{a}$ and $\mathbf{b}$ giving the same direction as $\mathbf{a} \times \mathbf{b}$.

The 3 -dimensional cross product is invariant under all rotations of $S O(3)$, while the 7-dimensional cross product is not invariant under all of $S O(7)$, but only under the exceptional Lie group $G_{2}$, a subgroup of $S O(7)$. When we let a and $\mathbf{b}$ run through all of $\mathbb{R}^{7}$, the image set of the simple bivectors $\mathbf{a} \wedge \mathbf{b}$ is a manifold of dimension $2 \cdot 7-3=11>7$ in $\bigwedge^{2} \mathbb{R}^{7}, \operatorname{dim}\left(\bigwedge^{2} \mathbb{R}^{7}\right)=\frac{1}{2} 7(7-1)=21$, while the image set of $\mathbf{a} \times \mathbf{b}$ is just $\mathbb{R}^{7}$. So the mapping

$$
\mathbf{a} \wedge \mathbf{b} \rightarrow \mathbf{a} \times \mathbf{b}=-(\mathbf{a} \wedge \mathbf{b})\lrcorner \mathbf{v}
$$

is not a one-to-one correspondence, but only a method of associating a vector to a bivector.

The 3 -dimensional cross product is the pure/vector part of the quaternion product of two pure quaternions, that is,

$$
\mathbf{a} \times \mathbf{b}=\operatorname{Im}(\mathbf{a b}) \text { for } \mathbf{a}, \mathbf{b} \in \mathbb{R}^{3} \subset \mathbb{H} .
$$

In terms of the Clifford algebra $\mathcal{C} \ell_{3} \simeq \operatorname{Mat}(2, \mathbb{C})$ of the Euclidean space $\mathbb{R}^{3}$ the cross product could also be expressed as

$$
\mathbf{a} \times \mathbf{b}=-\left\langle\mathbf{a b e}_{123}\right\rangle_{1} \quad \text { for } \quad \mathbf{a}, \mathbf{b} \in \mathbb{R}^{3} \subset \mathcal{C} \ell_{3} .
$$

In terms of the Clifford algebra $\mathcal{C} \ell_{0,3} \simeq \mathbb{H} \times \mathbb{H}$ of the negative definite quadratic space $\mathbb{R}^{0,3}$ the cross product can be expressed not only as

$$
\mathbf{a} \times \mathbf{b}=-\left\langle\mathbf{a b e}_{123}\right\rangle_{1} \quad \text { for } \quad \mathbf{a}, \mathbf{b} \in \mathbb{R}^{0,3} \subset \mathcal{C} \ell_{0,3}
$$

but also as ${ }^{3}$

$$
\mathbf{a} \times \mathbf{b}=\left\langle\mathbf{a b}\left(1-\mathbf{e}_{123}\right)\right\rangle_{1} \quad \text { for } \quad \mathbf{a}, \mathbf{b} \in \mathbb{R}^{0,3} \subset \mathcal{C} \ell_{0,3} .
$$

Similarly, the 7 -dimensional cross product is the pure/vector part of the octonion product of two pure octonions, that is, $\mathbf{a} \times \mathbf{b}=\langle\mathbf{a} \circ \mathbf{b}\rangle_{1}$. The octonion algebra $\mathbb{O}$ is a norm-preserving algebra with unity 1 , whence its pure/imaginary part is an algebra with cross product, that is, $\mathbf{a} \times \mathbf{b}=\frac{1}{2}(\mathbf{a} \circ \mathbf{b}-\mathbf{b} \circ \mathbf{a})$ for $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{7} \subset \mathbb{O}=\mathbb{R} \oplus \mathbb{R}^{7}$. The octonion product in turn is given by

$$
a \circ b=\alpha \beta+\alpha \mathbf{b}+\mathbf{a} \beta-\mathbf{a} \cdot \mathbf{b}+\mathbf{a} \times \mathbf{b}
$$

3 This expression is also valid for $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{3} \subset \mathcal{C} \ell_{3}$, but the element $1-\mathbf{e}_{123}$ does not pick up an ideal of $\mathcal{C} \ell_{3}$. Recall that $\mathcal{C} \ell_{3}$ is simple, that is, it has no proper two-sided ideals.
for $a=\alpha+\mathbf{a}$ and $b=\beta+\mathbf{b}$ in $\mathbb{R} \oplus \mathbb{R}^{7}$. If we replace the Euclidean space $\mathbb{R}^{7}$ by the negative definite quadratic space $\mathbb{R}^{0,7}$, then not only

$$
a \circ b=\alpha \beta+\alpha \mathbf{b}+\mathbf{a} \beta+\mathbf{a} \cdot \mathbf{b}+\mathbf{a} \times \mathbf{b}
$$

for $a, b \in \mathbb{R} \oplus \mathbb{R}^{0,7}$, but also

$$
a \circ b=\langle a b(1-\mathbf{v})\rangle_{0,1}
$$

where $\mathbf{v}=\mathbf{e}_{124}+\mathbf{e}_{235}+\mathbf{e}_{346}+\mathbf{e}_{457}+\mathbf{e}_{561}+\mathbf{e}_{672}+\mathbf{e}_{713} \in \Lambda^{3} \mathbb{R}^{0,7}$.

### 7.5 Cross products of $k$ vectors in $\mathbb{R}^{n}$

If one reformulates the question about the existence of a cross product of two vectors in $\mathbb{R}^{n}$, and also allows $n-1$ factors, then one is led to a more general problem on the existence of a cross product of $k$ factors in $\mathbb{R}^{n}$. If we were looking for a vector valued product of $k$ factors in $\mathbb{R}^{n}$, then we should first formalize our problem by modifying the Pythagorean theorem, a candidate being the Gram determinant. A natural thing to do is to consider a vector valued product $\mathbf{a}_{1} \times \mathbf{a}_{2} \times \cdots \times \mathbf{a}_{k}$ satisfying

$$
\begin{array}{ll}
\left(\mathbf{a}_{1} \times \mathbf{a}_{2} \times \cdots \times \mathbf{a}_{k}\right) \cdot \mathbf{a}_{i}=0 & \text { orthogonality } \\
\left|\mathbf{a}_{1} \times \mathbf{a}_{2} \times \cdots \times \mathbf{a}_{k}\right|^{2}=\operatorname{det}\left(\mathbf{a}_{i} \cdot \mathbf{a}_{j}\right) & \text { Gram determinant }
\end{array}
$$

where the second condition means that the length of $\mathbf{a}_{1} \times \mathbf{a}_{2} \times \ldots \times \mathbf{a}_{k}$ equals the volume of the parallelepiped with $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{k}$ as edges.

The solution to this problem is that there are vector valued cross products in

| 3 | dimensions with | 2 | factors |
| :---: | :--- | :---: | :---: |
| 7 | dimensions with | 2 | factors |
| $n$ | dimensions with | $n-1$ | factors |
| 8 | dimensions with | 3 | factors |

and no others - except if one allows degenerate solutions, when there would also be in all even dimensions $n, n \in 2 \mathbb{Z}$, a vector product with only one factor (and in one dimension an identically vanishing cross product with two factors).

The cross product of three vectors in $\mathbb{R}^{8}$ can be expressed as

$$
\mathbf{a} \times \mathbf{b} \times \mathbf{c}=(\mathbf{a} \wedge \mathbf{b} \wedge \mathbf{c})\lrcorner\left(\mathbf{w}-\mathbf{v} \mathbf{e}_{8}\right)=\left\langle(\mathbf{a} \wedge \mathbf{b} \wedge \mathbf{c})\left(1-\mathbf{e}_{12 \ldots 8}\right) \mathbf{w}\right\rangle_{1}
$$

where

$$
\begin{aligned}
\mathbf{w} & =-\left(\mathbf{e}_{124}+\mathbf{e}_{235}+\mathbf{e}_{346}+\mathbf{e}_{457}+\mathbf{e}_{561}+\mathbf{e}_{672}+\mathbf{e}_{713}\right) \mathbf{e}_{12 \ldots 7} \\
& =\mathbf{e}_{1236}-\mathbf{e}_{1257}-\mathbf{e}_{1345}+\mathbf{e}_{1467}+\mathbf{e}_{2347}-\mathbf{e}_{2456}-\mathbf{e}_{3567}
\end{aligned}
$$

and $\mathbf{w} \in \Lambda^{4} \mathbb{R}^{7} \subset \Lambda^{4} \mathbb{R}^{8}$.

The trivial cross product with one factor in an even number of dimensions rotates all vectors by $90^{\circ}$. Thus, let $n$ be even and let a be the only factor of a trivial cross product with value $\mathbf{b},|\mathbf{b}|=|\mathbf{a}|, \mathbf{b} \cdot \mathbf{a}=0$. This can be accomplished by

$$
\mathbf{b}=\mathbf{a}\lrcorner\left(\mathbf{e}_{1} \mathbf{e}_{2}+\mathbf{e}_{3} \mathbf{e}_{4}+\ldots+\mathbf{e}_{n-1} \mathbf{e}_{n}\right) .
$$

## Exercises

1. Show that the cross product $\mathbf{a} \times \mathbf{r}$ can be represented by a matrix multiplication $A \mathbf{r}=\mathbf{a} \times \mathbf{r}$, where

$$
A \mathbf{r}=\left(\begin{array}{ccc}
0 & -a_{3} & a_{2} \\
a_{3} & 0 & -a_{1} \\
-a_{2} & a_{1} & 0
\end{array}\right)\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right) .
$$

2. Express the rotation matrix $e^{A}$ in terms of $I, A$ and $A^{2}$. Hint: use the Cayley-Hamilton theorem, $A^{3}+|\mathbf{a}|^{2} A=0$.
3. Express the rotated vector $e^{A} \mathbf{r}$ as a linear combination of $\mathbf{r}, \mathbf{a} \times \mathbf{r}$ and $(\mathbf{a} \cdot \mathbf{r}) \mathbf{a}$. Hint: $A^{2} \mathbf{r}=(\mathbf{a} \cdot \mathbf{r}) \mathbf{a}-\mathbf{a}^{2} \mathbf{r}$.
4. Compute the square of $\mathbf{w}=-\mathbf{v e}_{12 \ldots 7} \in \bigwedge^{4} \mathbb{R}^{7}$.
5. Show that $\frac{1}{8}(1+\mathbf{w})$ is an idempotent of $\mathcal{C} \ell_{7} \simeq \operatorname{Mat}(8, \mathbb{C})$.

## Solutions

2. $e^{A}=I+\frac{A}{\alpha} \sin \alpha+\frac{A^{2}}{\alpha^{2}}(1-\cos \alpha)$, where $\alpha=|\mathbf{a}|$.
3. $e^{A} \mathbf{r}=\cos \alpha \mathbf{r}+\frac{\sin \alpha}{\alpha} \mathbf{a} \times \mathbf{r}+\frac{1-\cos \alpha}{\alpha^{2}}(\mathbf{a} \cdot \mathbf{r}) \mathbf{a}$.
4. $\mathbf{w}^{2}=7+6 \mathbf{w}$.
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## Electromagnetism

The Maxwell equations can be formulated with vectors or more advanced notation like tensors, differential forms or Clifford bivectors. In these advanced formalisms the Maxwell equations become more uniform and easier to manipulate; for instance, relativistic covariance is more apparent. However, the cost of the convenience is that one has to master new concepts in addition to scalars and vectors; and antisymmetric tensors have to be untangled for physical interpretation.

### 8.1 The Maxwell equations

The electric field $\vec{E}$ and the magnetic induction $\vec{B}$ act on a charge $q$ moving at velocity $\vec{v}$ by the Lorentz force

$$
\vec{F}=q(\vec{E}+\vec{v} \times \vec{B}) .
$$

The electric displacement $\vec{D}$ and the magnetic intensity $\vec{H}$ are related to $\vec{E}$ and $\vec{B}$ by the constitutive relations

$$
\vec{D}=\varepsilon \vec{E}, \quad \vec{B}=\mu \vec{H}
$$

J. C. Maxwell brought together the following four equations in 1864:

$$
\begin{array}{lll}
\nabla \cdot \vec{D}=\rho & \oint_{S} \vec{D} \cdot d \vec{s}=Q & \text { Gauss' law } \\
\nabla \times \vec{H}=\vec{J} & \oint_{C} \vec{H} \cdot d \vec{\ell}=I & \text { Ampère's law } \\
\nabla \cdot \vec{B}=0 & \oint_{S} \vec{B} \cdot d \vec{s}=0 & \text { no magnetic sources } \\
\nabla \times \vec{E}=-\frac{\partial \vec{B}}{\partial t} & \oint_{C} \vec{E} \cdot d \vec{\ell}=-\frac{d \Phi}{d t} & \text { Faraday's law }
\end{array}
$$

Maxwell also complemented Ampère's law by a new term, which observed timedependence. Ampère had developed a mathematical formulation for producing magnetism by electricity, a phenomenon detected by $\emptyset_{\text {rsted }}{ }^{1}$ in 1820 , but his law is not valid in a time-varying situation: take the divergence of both sides to obtain

$$
\nabla \cdot(\nabla \times \vec{H})=0=\nabla \cdot \vec{J}
$$

which violates charge conservation. ${ }^{2}$ Maxwell corrected this equation into the form

$$
\nabla \cdot(\nabla \times \vec{H})=0=\nabla \cdot \vec{J}+\frac{\partial \rho}{\partial t}
$$

applied Gauss' law, and got

$$
\nabla \times \vec{H}=\vec{J}+\frac{\partial \vec{D}}{\partial t}
$$

This predicted the existence of a displacement current $\partial \vec{D} / \partial t$, which was first detected experimentally by H. Hertz in 1888 , when he radiated electromagnetic waves by a dipole antenna. The electromagnetic field is now described by the Maxwell equations ${ }^{3}$

$$
\begin{array}{ll}
\nabla \cdot \vec{D}=\rho & \nabla \times \vec{H}-\frac{\partial \vec{D}}{\partial t}=\vec{J} \\
\nabla \cdot \vec{B}=0 & \nabla \times \vec{E}+\frac{\partial \vec{B}}{\partial t}=0
\end{array}
$$

These equations are linear, and the last two equations with a vanishing righthand side are homogeneous.

If $\varepsilon, \mu$ are constants, so that they do not depend on position, then the medium is homogeneous. If $\varepsilon, \mu$ are scalars, and not matrices or tensors, then the medium is isotropic. ${ }^{4}$ In a medium that is uniform in space, i.e. homogeneous and isotropic, and stationary ${ }^{5}$ in time, the Maxwell equations can be

1 In the paper of $1820, \emptyset$ rsted's name is printed as Örsted, because the printer had no $\emptyset$.
2 Charge conservation requires that the continuity equation

$$
\nabla \cdot \vec{J}=-\frac{\partial \rho}{\partial t}
$$

holds for the charge density $\rho$ and the current density $\vec{J}$ in $\mathbb{R}^{3}$.
3 We use SI units: $[\vec{E}]=\frac{V}{m},[\vec{B}]=\frac{V s}{m^{2}},[\vec{D}]=\frac{C}{m^{2}},[\vec{H}]=\frac{A}{m}$.
4 In the case that the material is non-isotropic, $D_{i}=\varepsilon_{i j} E_{3}, B_{i}=\mu_{i j} H_{3}$, where the matrices are symmetric $\varepsilon_{i j}=\varepsilon_{j i}, \mu_{i j}=\mu_{j i}$.
5 Stationary means that $\varepsilon$ and $\mu$ do not depend on time. In an explosion $\varepsilon$ and $\mu$ are time dependent.
expressed in terms of $\vec{E}$ and $\vec{B}$ alone:

$$
\begin{array}{ll}
\nabla \cdot \vec{E}=\frac{\rho}{\varepsilon}, & \nabla \times \vec{B}-\frac{1}{c^{2}} \frac{\partial \vec{E}}{\partial t}=\mu \vec{J} \\
\nabla \cdot \vec{B}=0, & \nabla \times \vec{E}+\frac{\partial \vec{B}}{\partial t}=0
\end{array}
$$

where $1 / c^{2}=\varepsilon \mu$. These equations hold in a vacuum. In a vacuum it is customary to set $\varepsilon=1, \mu=1$.

### 8.2 The Minkowski space-time $\mathbb{R}^{3,1}$

The electromagnetic quantities depend on time $t \in \mathbb{R}$ and position $\mathbf{x}=x_{1} \mathbf{e}_{1}+$ $x_{2} \mathbf{e}_{2}+x_{3} \mathbf{e}_{3} \in \mathbb{R}^{3}$. Position and time can be united into a single entity

$$
x=x_{1} \mathbf{e}_{1}+x_{2} \mathbf{e}_{2}+x_{3} \mathbf{e}_{3}+c t \mathbf{e}_{4},
$$

a vector in a 4 -dimensional real linear space $\mathbb{R}^{4}=\mathbb{R}^{3} \times \mathbb{R}$. In this linear space we introduce a metric (or a quadratic form)

$$
x_{1}^{2}+x_{2}^{2}+x_{3}^{2}-c^{2} t^{2}
$$

which makes it a quadratic space, called the Minkowski space-time $\mathbb{R}^{3,1}$.
In the Minkowski space-time it is customary to set $x^{4}=c t=-x_{4}$ and agree that the indices are raised and lowered as follows:

$$
x^{1}=x_{1}, x^{2}=x_{2}, x^{3}=x_{3} \quad \text { and } \quad x^{4}=-x_{4} .
$$

With this convention the quadratic form $x_{1}^{2}+x_{2}^{2}+x_{3}^{2}-c^{2} t^{2}$ becomes

$$
x_{1}^{2}+x_{2}^{2}+x_{3}^{2}-x_{4}^{2}=x^{1} x_{1}+x^{2} x_{2}+x^{3} x_{3}+x^{4} x_{4}=x^{\alpha} x_{\alpha}
$$

where in the last step we have used the summation convention.
Examples. 1. The two densities $\rho$ and $\vec{J}$ can be combined into a single quantity

$$
\mathbf{J}=\vec{J}+c \rho \mathbf{e}_{4} \quad \text { in } \quad \mathbb{R}^{3,1}
$$

with four components $J^{1}, J^{2}, J^{3}, J^{4}=c \rho=-J_{4}$ and the quadratic form $J_{1}^{2}+J_{2}^{2}+J_{3}^{2}-J_{4}^{2}$.
2. We can combine the two potentials $V$ and $\vec{A}$ in $\mathbb{R}^{3}$ into a single quantity with four components $A^{1}, A^{2}, A^{3}$ and $A^{4}=\frac{1}{c} V=-A_{4}$, a space-time vector

$$
\mathbf{A}=\vec{A}+\frac{1}{c} V \mathbf{e}_{4} \quad \text { in } \mathbb{R}^{3,1}
$$

with a quadratic form $A_{1}^{2}+A_{2}^{2}+A_{3}^{2}-A_{4}^{2}$.

### 8.3 Antisymmetric tensor of the electromagnetic field

H. Minkowski combined the two vectors $\vec{E}$ and $\vec{B}$ into a single quantity, a $4 \times 4$-matrix with entries $F^{\alpha \beta}$ given by

$$
\begin{aligned}
& \left(F^{14}, F^{24}, F^{34}\right)=\left(\frac{1}{c} E_{1}, \frac{1}{c} E_{2}, \frac{1}{c} E_{3}\right) \\
& \left(F^{23}, F^{31}, F^{12}\right)=\left(-B_{1},-B_{2},-B_{3}\right)
\end{aligned}
$$

and antisymmetry, $F^{\alpha \beta}=-F^{\beta \alpha}$, so that

$$
\left(F^{\alpha \beta}\right)=\left(\begin{array}{cccc}
0 & -B_{3} & B_{2} & \frac{1}{c} E_{1} \\
B_{3} & 0 & -B_{1} & \frac{1}{c} E_{2} \\
-B_{2} & B_{1} & 0 & \frac{1}{c} E_{3} \\
-\frac{1}{c} E_{1} & -\frac{1}{c} E_{2} & -\frac{1}{c} E_{3} & 0
\end{array}\right)
$$

The matrix entries $F^{\alpha \beta}$ are coordinates of an antisymmetric tensor of rank 2, namely the electromagnetic field in space-time $\mathbb{R}^{3,1}$.
With this change of notation from $\vec{E}, \vec{B}$ to $F^{\alpha \beta}$ we can write the Maxwell equations in a vacuum:

$$
\begin{aligned}
& \frac{\partial F^{14}}{\partial x^{1}}+\frac{\partial F^{24}}{\partial x^{2}}+\frac{\partial F^{34}}{\partial x^{3}}=\frac{\rho}{c \varepsilon}, \quad\left(\frac{\partial F^{21}}{\partial x^{2}}-\frac{\partial F^{13}}{\partial x^{3}}\right)-\frac{\partial F^{14}}{\partial x^{4}}=\mu J^{1}, \ldots, \\
& \frac{\partial F^{32}}{\partial x^{1}}+\frac{\partial F^{13}}{\partial x^{2}}+\frac{\partial F^{21}}{\partial x^{3}}=0, \quad\left(\frac{\partial F^{34}}{\partial x^{2}}-\frac{\partial F^{24}}{\partial x^{3}}\right)+\frac{\partial F^{32}}{\partial x^{4}}=0, \ldots
\end{aligned}
$$

The last displayed equation can also be written as

$$
\left(\frac{\partial F^{34}}{\partial x_{2}}+\frac{\partial F^{42}}{\partial x_{3}}\right)+\frac{\partial F^{23}}{\partial x_{4}}=0
$$

by employing antisymmetry and the lowering convention $x_{4}=-x^{4}$.
Using the summation convention the Maxwell equations for $F^{\alpha \beta}$ can be condensed to

$$
\begin{aligned}
& \frac{\partial F^{\alpha \beta}}{\partial x^{\alpha}}=\mu J^{\beta} \\
& \frac{\partial F^{\beta \gamma}}{\partial x_{\alpha}}+\frac{\partial F^{\gamma \alpha}}{\partial x_{\beta}}+\frac{\partial F^{\alpha \beta}}{\partial x_{\gamma}}=0,
\end{aligned}
$$

and further adopting the notations $\partial_{\alpha}=\frac{\partial}{\partial x^{\alpha}}$ and $\partial^{\alpha}=\frac{\partial}{\partial x_{\alpha}}$ to

$$
\begin{aligned}
& \partial_{\alpha} F^{\alpha \beta}=\mu J^{\beta} \\
& \partial^{\alpha} F^{\beta \gamma}+\partial^{\beta} F^{\gamma \alpha}+\partial^{\gamma} F^{\alpha \beta}=0 .
\end{aligned}
$$

Similarly, $\vec{D}$ and $\vec{H}$ can be combined to a second-rank antisymmetric tensor

$$
\left(G^{\alpha \beta}\right)=\left(\begin{array}{cccc}
0 & -H_{3} & H_{2} & c D_{1} \\
H_{3} & 0 & -H_{1} & c D_{2} \\
-H_{2} & H_{1} & 0 & c D_{3} \\
-c D_{1} & -c D_{2} & -c D_{3} & 0
\end{array}\right)
$$

Using $G^{\alpha \beta}$ the general Maxwell equations (non-homogeneous, non-isotropic, time-varying) can be written in tensor/index form, due to Minkowski:

$$
\begin{aligned}
& \partial_{\alpha} G^{\alpha \beta}=J^{\beta} \\
& \partial^{\alpha} F^{\beta \gamma}+\partial^{\beta} F^{\gamma \alpha}+\partial^{\gamma} F^{\alpha \beta}=0
\end{aligned}
$$

Exercises 1ab,2ab,3a

### 8.4 Electromagnetic potentials

Because of $\nabla \cdot \vec{B}=0$ there exists, in a contractible region, a vector-potential $\vec{A}$ such that

$$
\vec{B}=\nabla \times \vec{A}
$$

If this equation is substituted into Faraday's law, we get

$$
\nabla \times \vec{E}=-\frac{\partial}{\partial t}(\nabla \times \vec{A})
$$

or

$$
\nabla \times\left(\vec{E}+\frac{\partial \vec{A}}{\partial t}\right)=0
$$

This curl-free quantity is up to a sign the gradient of a scalar, called the electric potential $V$,

$$
\vec{E}+\frac{\partial \vec{A}}{\partial t}=-\nabla V
$$

We have shown that $\vec{E}$ and $\vec{B}$ can be expressed in terms of the potentials $V$ and $\vec{A}$ as follows:

$$
\vec{E}=-\nabla V-\frac{\partial \vec{A}}{\partial t}, \quad \vec{B}=\nabla \times \vec{A}
$$

Combine the two potentials $V$ and $\vec{A}$ in $\mathbb{R}^{3}$ into a single quantity with four components $A^{1}, A^{2}, A^{3}$ and $A^{4}=\frac{1}{c} V$, a space-time vector

$$
\mathbf{A}=\vec{A}+\frac{1}{c} V \mathbf{e}_{4} \in \mathbb{R}^{\mathbf{3 , 1}}
$$

The above equations mean that $F^{\alpha \beta}$ can be expressed in terms of the potential $A^{\alpha}$ as follows:

$$
\begin{aligned}
& F^{14}=-\frac{\partial A^{4}}{\partial x^{1}}-\frac{\partial A^{1}}{\partial x^{4}}=\frac{\partial A^{1}}{\partial x_{4}}-\frac{\partial A^{4}}{\partial x_{1}}, \ldots, \\
& F^{32}=\frac{\partial A^{3}}{\partial x^{2}}-\frac{\partial A^{2}}{\partial x^{3}}=\frac{\partial A^{3}}{\partial x_{2}}-\frac{\partial A^{2}}{\partial x_{3}}, \ldots,
\end{aligned}
$$

which can be condensed to

$$
F^{\alpha \beta}=-\left(\partial^{\alpha} A^{\beta}-\partial^{\beta} A^{\alpha}\right)
$$

We can now verify that $\partial^{\alpha} F^{\beta \gamma}+\partial^{\beta} F^{\gamma \alpha}+\partial^{\gamma} F^{\alpha \beta}=0$ by computing

$$
\partial^{\alpha}\left(\partial^{\beta} A^{\gamma}-\partial^{\gamma} A^{\beta}\right)+\partial^{\beta}\left(\partial^{\gamma} A^{\alpha}-\partial^{\alpha} A^{\gamma}\right)+\partial^{\gamma}\left(\partial^{\alpha} A^{\beta}-\partial^{\beta} A^{\alpha}\right)=0 .
$$

Exercises 2c,3b

### 8.5 Gauge transformations

The vector-potential $\vec{A}$ is not unique, since we can add to it, without changing physics, any vector with a vanishing curl. Adding to $\vec{A}$ a curl-free vector, the gradient of a scalar $\Phi$, gives us $\vec{A}^{\prime}=\vec{A}+\nabla \Phi$. In order to keep $\vec{E}=$ $-\nabla V-\partial \vec{A} / \partial t$ we also change $V$ to $V^{\prime}$,

$$
\begin{aligned}
\vec{E} & =-\nabla V^{\prime}-\frac{\partial \vec{A}^{\prime}}{\partial t} \\
& =-\nabla V^{\prime}-\frac{\partial}{\partial t}(\vec{A}+\nabla \Phi) \\
& =-\nabla\left(V^{\prime}+\frac{\partial \Phi}{\partial t}\right)-\frac{\partial \vec{A}}{\partial t},
\end{aligned}
$$

which implies $V^{\prime}=V-\partial \Phi / \partial t$. The change of potentials

$$
\begin{aligned}
& \vec{A}^{\prime}=\vec{A}+\nabla \Phi, \\
& V^{\prime}=V-\frac{\partial \Phi}{\partial t}
\end{aligned}
$$

is called a gauge transformation. In coordinate form this means

$$
A^{\prime \alpha}=A^{\alpha}+\frac{\partial \Phi}{\partial x_{\alpha}}=A^{\alpha}+\partial^{\alpha} \Phi
$$

or swapping the sign of the time component

$$
A_{\alpha}^{\prime}=A_{\alpha}+\frac{\partial \Phi}{\partial x^{\alpha}}=A_{\alpha}+\partial_{\alpha} \Phi
$$

The fact that $\vec{E}, \vec{B}$ remain unchanged in a gauge transformation is called
gauge invariance. In quantum electrodynamics gauge invariance is used to deduce the existence of a zero-mass carrier for the electromagnetic field.

### 8.6 The Lorenz condition for potentials

The two homogeneous Maxwell equations guaranteed existence of potentials for the electromagnetic field. Now we shall find out conditions imposed on the potentials by the remaining Maxwell equations. Substitute $\vec{E}=-\nabla V-\partial \vec{A} / \partial t$ into $\nabla \cdot \vec{E}=\rho / \varepsilon$ to obtain

$$
-\nabla^{2} V-\frac{\partial}{\partial t}(\nabla \cdot \vec{A})=\frac{\rho}{\varepsilon}
$$

in a vacuum. Substitute $\vec{E}=-\nabla V-\partial \vec{A} / \partial t$ and $\vec{B}=\nabla \times \vec{A}$ into $\nabla \times \vec{B}-$ $\frac{1}{c^{2}} \partial \vec{E} / \partial t=\mu \vec{J}$, and use the identity $\nabla \times(\nabla \times \vec{A})=\nabla(\nabla \cdot \vec{A})-\nabla^{2} \vec{A}$, to obtain

$$
\nabla\left(\nabla \cdot \vec{A}+\frac{1}{c^{2}} \frac{\partial V}{\partial t}\right)-\nabla^{2} \vec{A}+\frac{1}{c^{2}} \frac{\partial^{2} \vec{A}}{\partial t^{2}}=\mu \vec{J}
$$

The last two displayed equations couple $V$ and $\vec{A}$.
Although the curl of $\vec{A}$ is designated to $\vec{B}$, we are still at liberty to choose the divergence of $\vec{A}$, which ensures the choice

$$
\nabla \cdot \vec{A}+\frac{1}{c^{2}} \frac{\partial V}{\partial t}=0
$$

called the Lorenz condition. ${ }^{6}$ In coordinate form,

$$
\frac{\partial A^{\alpha}}{\partial x^{\alpha}}=0 \quad \text { or } \quad \partial_{\alpha} A^{\alpha}=0
$$

When the Lorenz condition is satisfied, the above two second-order differential equations, which coupled $V$ and $\vec{A}$, can be decoupled

$$
\begin{aligned}
& \nabla^{2} V-\frac{1}{c^{2}} \frac{\partial^{2} V}{\partial t^{2}}=-\frac{\rho}{\varepsilon} \\
& \nabla^{2} \vec{A}-\frac{1}{c^{2}} \frac{\partial^{2} \vec{A}}{\partial t^{2}}=-\mu \vec{J}
\end{aligned}
$$

into wave equations with the d'Alembert operator $\nabla^{2}-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}=\partial^{\alpha} \partial_{\alpha}$.

[^19]
## Electromagnetism in Clifford Algebras

In the rest of this chapter we shall discuss electromagnetism in terms of the Clifford algebras. Clifford algebras automatically take care of the manipulation of indices. The Clifford algebra approach allows various degrees of abstraction which gradually become more and more distant from classical vector analysis.

We reformulate the Maxwell equations first in terms of the Clifford algebras $\mathcal{C} \ell_{3} \simeq \operatorname{Mat}(2, \mathbb{C})$ of the Euclidean space $\mathbb{R}^{3}$ and then in terms of the Clifford algebra $\mathcal{C} \ell_{3,1} \simeq \operatorname{Mat}(4, \mathbb{R})$ of the Minkowski space $\mathbb{R}^{3,1}$. In the Euclidean space $\mathbb{R}^{3}$ we shall deal with the vector $\vec{E}$ and the bivector $\vec{B} \mathbf{e}_{123}$, and in the Minkowski space $\mathbb{R}^{3,1}$ we shall deal with the bivector

$$
\mathbf{F}=\frac{1}{c} \vec{E} \mathbf{e}_{4}-\vec{B} \mathbf{e}_{123} .
$$

### 8.7 The vector $\vec{E}$ and the bivector $\vec{B} \mathbf{e}_{123}$

The work $W$ done by an electric field $\vec{E}$ in moving a charge $q$ along a path $C$ is given by the line integral

$$
W=q \int_{C} \vec{E} \cdot d \vec{\ell}
$$

We conclude that the electric field $\vec{E}$ is a vector, because it is integrated along a path.

Similarly, the magnetic induction $\vec{B}$ is integrated over a surface $S$ in order to get the magnetic flux:

$$
\Phi=\int_{S} \vec{B} \cdot d \vec{s}
$$

Since we are integrating over a surface, we conclude that we are actually dealing with the bivector $\vec{B} \mathbf{e}_{123}=B_{1} \mathbf{e}_{23}+B_{2} \mathbf{e}_{31}+B_{3} \mathbf{e}_{12}$, rather than the vector $\vec{B}=B_{1} \mathbf{e}_{1}+B_{2} \mathbf{e}_{2}+B_{3} \mathbf{e}_{3}$.

### 8.8 Differentiating vectors and bivectors

Differentiate the vector $\vec{E}$, in $\mathbb{R}^{3} \subset \mathcal{C} \ell_{3}$, to find

$$
\begin{aligned}
\nabla \vec{E} & =\nabla \cdot \vec{E}+\nabla \wedge \vec{E} \\
& =\nabla \cdot \vec{E}+\mathbf{e}_{123}(\nabla \times \vec{E})
\end{aligned}
$$

where $\nabla \times \vec{E}=-\mathbf{e}_{123}(\nabla \wedge \vec{E})$. Differentiate the bivector $\vec{B} \mathbf{e}_{123}$ to find $\nabla\left(\vec{B} \mathbf{e}_{123}\right)=$ $\left.\nabla \wedge\left(\vec{B} \mathbf{e}_{123}\right)+\nabla\right\lrcorner\left(\vec{B} \mathbf{e}_{123}\right)$ where

$$
\begin{aligned}
& \nabla \wedge\left(\vec{B} \mathbf{e}_{123}\right)=\mathbf{e}_{123}(\nabla \cdot \vec{B}), \\
& \nabla\lrcorner\left(\vec{B} \mathbf{e}_{123}\right)=\mathbf{e}_{123}(\nabla \wedge \vec{B})=-\nabla \times \vec{B}
\end{aligned}
$$

### 8.9 Single equation in $\mathcal{C} \ell_{3}$

Recall the Maxwell equations in a vacuum:

$$
\begin{aligned}
& \nabla \cdot \vec{E}=\rho \\
& \frac{\partial \vec{E}}{\partial t}-\nabla \times \vec{B}=-\vec{J} \\
& \frac{\partial \vec{B}}{\partial t}+\nabla \times \vec{E}=0 \\
& \nabla \cdot \vec{B}=0
\end{aligned}
$$

Multiply the last two equations by $\mathbf{e}_{123}$, use the following replacements $\nabla \wedge \vec{E}=$ $\left.(\nabla \times \vec{E}) \mathbf{e}_{123}, \nabla\right\lrcorner\left(\vec{B} \mathbf{e}_{123}\right)=-\nabla \times \vec{B}$ and $\nabla \wedge\left(\vec{B} \mathbf{e}_{123}\right)=(\nabla \cdot \vec{B}) \mathbf{e}_{123}$, and you will get

$$
\begin{array}{ll}
0 & \nabla \cdot \vec{E}=\rho \\
1 & \left.\frac{\partial \vec{E}}{\partial t}+\nabla\right\lrcorner\left(\vec{B} \mathbf{e}_{123}\right)=-\vec{J} \\
2 & \frac{\partial}{\partial t}\left(\vec{B} \mathbf{e}_{123}\right)+\nabla \wedge \vec{E}=0 \\
3 & \nabla \wedge\left(\vec{B} \mathbf{e}_{123}\right)=0
\end{array}
$$

The numbers on the left indicate the dimension degrees of the equations. Summing up these four equations we get (use $\nabla \vec{E}=\nabla \cdot \vec{E}+\nabla \wedge \vec{E}$ )

$$
\left.\frac{\partial}{\partial t}\left(\vec{E}+\vec{B} \mathbf{e}_{123}\right)+\nabla \vec{E}+\nabla\right\lrcorner\left(\vec{B} \mathbf{e}_{123}\right)+\nabla \wedge\left(\vec{B} \mathbf{e}_{123}\right)=\rho-\vec{J}
$$

Use $\nabla F=\nabla\lrcorner F+\nabla \wedge F$ to find

$$
\left(\frac{\partial}{\partial t}+\nabla\right)\left(\vec{E}+\vec{B} \mathbf{e}_{123}\right)=\rho-\vec{J}
$$

and we have condensed all the Maxwell equations into a single equation in terms of the Clifford algebra $\mathcal{C} \ell_{3}$. Taking the grade involute of both sides results in

$$
\left(\frac{\partial}{\partial t}-\nabla\right)\left(-\vec{E}+\vec{B} \mathbf{e}_{123}\right)=\rho+\vec{J}
$$

The potentials $V$ and $\vec{A}$, a scalar and a vector, can be united into a paravector $V+\vec{A}$. Differentiate the paravector $V+\vec{A}$ by the paravector differential operator, $\frac{\partial}{\partial t}+\nabla$,

$$
\left(\frac{\partial}{\partial t}+\nabla\right)(V+\vec{A})=\frac{\partial V}{\partial t}+\frac{\partial \vec{A}}{\partial t}+\nabla V+\nabla \vec{A}
$$

where $\nabla \vec{A}=\nabla \cdot \vec{A}+(\nabla \times \vec{A}) \mathbf{e}_{123}$, and you will get

$$
\left(\frac{\partial}{\partial t}+\nabla\right)(V+\vec{A})=-\vec{E}+\vec{B} \mathbf{e}_{123}
$$

Taking the grade involute of both sides results in

$$
\left(\frac{\partial}{\partial t}-\nabla\right)(V-\vec{A})=\vec{E}+\vec{B} \mathbf{e}_{123}
$$

### 8.10 The use of the Clifford algebra $\mathcal{C} \ell_{3,1}$

Consider the Clifford algebra $\mathcal{C} \ell_{3} \simeq \operatorname{Mat}(2, \mathbb{C})$ as a subalgebra of the Clifford algebra $\mathcal{C} \ell_{3,1}$ generated by $\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}, \mathbf{e}_{4}$ with the relations

$$
\begin{aligned}
& \mathbf{e}_{1}^{2}=\mathbf{e}_{2}^{2}=\mathbf{e}_{3}^{2}=1, \mathbf{e}_{4}^{2}=-1 \\
& \mathbf{e}_{\alpha} \mathbf{e}_{\beta}=-\mathbf{e}_{\beta} \mathbf{e}_{\alpha} \quad \text { for } \quad \alpha \neq \beta
\end{aligned}
$$

The Clifford algebra $\mathcal{C} \ell_{3,1}$ is isomorphic, as an associative algebra, with the algebra of real $4 \times 4$-matrices $\operatorname{Mat}(4, \mathbb{R})$. In the Clifford algebra $\mathcal{C} \ell_{3,1}$ we consider the electromagnetic bivector ${ }^{7}$

$$
\mathbf{F}=\frac{1}{c} \vec{E} \mathbf{e}_{4}-\vec{B} \mathbf{e}_{123} \in \bigwedge^{2} \mathbb{R}^{3,1}
$$

and the space-time current vector

$$
\mathbf{J}=\vec{J}+c \rho \mathbf{e}_{4} \in \mathbb{R}^{3,1}
$$

From $\mathbf{F}$ we can find $\vec{E}$ by $\left.\vec{E}=c \mathbf{e}_{4}\right\lrcorner \mathbf{F}$, and from $\mathbf{J}$ we can find $\vec{J}$ by $\vec{J}=\left(\mathbf{J} \wedge \mathbf{e}_{4}\right) \mathbf{e}_{4}^{-1}$.

We introduce the differential operator

$$
\partial=\nabla-\mathrm{e}_{4} \frac{1}{c} \frac{\partial}{\partial t} .
$$

For a function $f: \mathbb{R}^{3,1} \rightarrow \mathcal{C} \ell_{3,1}$ we have $\left.\partial f=\partial \wedge f+\partial\right\lrcorner f$, where $\partial \wedge f$ is the raising differential and $\partial\lrcorner f$ is the lowering differential.

[^20]Compute the raising differential

$$
\begin{aligned}
& \partial \wedge \mathbf{F}=\left(\nabla-\mathbf{e}_{4} \frac{1}{c} \frac{\partial}{\partial t}\right) \wedge\left(\frac{1}{c} \vec{E} \mathbf{e}_{4}-\vec{B} \mathbf{e}_{123}\right) \\
& \quad=\frac{1}{c} \mathbf{e}_{123}(\nabla \times \vec{E}) \mathbf{e}_{4}-\mathbf{e}_{123}(\nabla \cdot \vec{B})-\mathbf{e}_{1234} \frac{1}{c} \frac{\partial \vec{B}}{\partial t}=0
\end{aligned}
$$

Define $\mathbf{G}=c \vec{D} \mathbf{e}_{4}-\vec{H} \mathbf{e}_{123}$ and compute the lowering differential

$$
\begin{aligned}
\partial\lrcorner \mathbf{G} & \left.=\left(\nabla-\mathbf{e}_{4} \frac{1}{c} \frac{\partial}{\partial t}\right)\right\lrcorner\left(c \vec{D} \mathbf{e}_{4}-\vec{H} \mathbf{e}_{123}\right) \\
& =c(\nabla \cdot \vec{D}) \mathbf{e}_{4}+\nabla \times \vec{H}-\frac{\partial \vec{D}}{\partial t}=c \rho \mathbf{e}_{4}+\vec{J} .
\end{aligned}
$$

The Maxwell equations now have a particularly succinct form ${ }^{8}$

$$
\begin{aligned}
& \partial\lrcorner \mathbf{G}=\mathbf{J} \\
& \partial \wedge \mathbf{F}=0
\end{aligned}
$$

corresponding to

$$
\begin{array}{ll}
\nabla \cdot \vec{D}=\rho, & -\nabla\lrcorner\left(\vec{H} \mathbf{e}_{123}\right)-\frac{\partial \vec{D}}{\partial t}=\vec{J} \\
-\nabla \wedge\left(\vec{B} \mathbf{e}_{123}\right)=0, & \nabla \wedge \vec{E}+\frac{\partial}{\partial t}\left(\vec{B} \mathbf{e}_{123}\right)=0
\end{array}
$$

### 8.11 Single equation in a vacuum, $\mathcal{C} \ell_{3,1}$

In a vacuum the Maxwell equations can be further compressed into a single equation

$$
\partial \mathbf{F}=\mathbf{J}
$$

which decomposes into two parts, $\partial \wedge \mathbf{F}=0$ and $\partial\lrcorner \mathbf{F}=\mathbf{J}$. Also, $\partial \wedge \mathbf{A}=-\mathbf{F}$ and the Lorenz condition $\partial \cdot \mathbf{A}=0$ imply

$$
\partial \mathbf{A}=-\mathbf{F} .
$$

### 8.12 The energy-momentum tensor

Marcel Riesz in 1947 wrote the energy-momentum tensor in the form

$$
T_{\mu \nu}=-\frac{1}{2}\left\langle\mathbf{e}_{\mu} \mathbf{F e}_{\nu} \mathbf{F}\right\rangle_{0}
$$

8 The 3D formulation differs from this 4 D formulation in the sense that $\mathbf{G}$ and $F$ are bivectors in $\Lambda^{2} \mathbb{R}^{3,1}$.
D. Hestenes 1966 p. 31 introduced the vectors

$$
\mathbf{T}_{\mu}=-\frac{1}{2} \mathrm{Fe}_{\mu} \mathbf{F}
$$

for which $T_{\mu \nu}=\mathbf{T}_{\mu} \cdot \mathbf{e}_{\nu}=\mathbf{e}_{\mu} \cdot \mathbf{T}_{\nu}$, and also the mapping $T \mathbf{x}=-\frac{1}{2} \mathbf{F x F}$ where $(T \mathbf{x})^{\mu}=T^{\mu}{ }_{\nu} x^{\nu}$. ${ }^{9}$ The energy-momentum tensor is symmetric, that is, $T_{\mu \nu}=T_{\nu \mu}$ or $g T^{\top} g^{-1}=T$, where $g_{\mu \nu}=\mathbf{e}_{\mu} \cdot \mathbf{e}_{\nu}$, and traceless, that is, $T^{\mu}{ }_{\mu}=0 .{ }^{10}$

Note that the Poynting vector $\mathbf{T}_{4}=\vec{E} \times \vec{B}+\frac{1}{2}\left(\vec{E}^{2}+\vec{B}^{2}\right) \mathbf{e}_{4}$ is not a spacetime vector, in the sense that it does not transform properly under Lorentz transformations, but rather it is just the last column of the energy-momentum matrix $T=\left(T^{\mu}{ }_{\nu}\right)$ which transforms as $T^{\prime}=L T L^{-1}$.

## Electromagnetism in Differential Forms

Electromagnetism can also be formulated with differential forms, based on Grassmann's exterior algebra. In this context it is customary to invoke the dual space

$$
V^{*}=\{f: V \rightarrow \mathbb{R} \mid f \text { linear }\}
$$

of the real linear space $V=\mathbb{R}^{3,1}$. Instead of vectors and bivectors, in $V$ and $\bigwedge^{2} V$, one considers 1 -forms and 2 -forms, in $V^{*}$ and $\bigwedge^{2} V^{*}$.

In theoretical physics one applies differential forms to electromagnetism, but in electrical engineering one uses almost exclusively the vector analysis of Gibbs and Heaviside. ${ }^{11}$ Electrical engineers are not interested in transformation laws, ${ }^{12}$ and so it is convenient for them to place all vectors in $V=\mathbb{R}^{3,1}$ [and disregard the dual space $\left.V^{*}\right]$. However, a theory without the dual space $V^{*}$ cannot be generalized to curved space-times. In a curved space-time it is not possible to differentiate vector valued functions, only differential forms can be differentiated [in general relativity vectors are differentiated covariantly].

Although differential forms are not of practical value for electrical engineers,
9 Juvet \& Schidlof 1932 p. 141 gave $T_{\mu \nu}=F_{\mu}{ }^{\alpha} F_{\alpha \nu}+\frac{1}{4} g_{\mu \nu} F_{\alpha \beta} F^{\alpha \beta}$ but did not consider $T \mathbf{x}=-\frac{1}{2} \mathbf{F} \mathbf{x F}$, compare this to Bolinder p. 469 in Chisholm \& Common (eds.) 1986.
10 The tracelessness of $T_{\nu}^{\mu}=-\frac{1}{2}\left\langle\mathrm{e}^{\mu} \mathrm{Fe}_{\nu} \mathrm{F}\right\rangle_{0}$ is an accident in dimension 4, since $\mathrm{e}^{\mu} \mathrm{Fe}_{\mu}=0$, and in general $\mathbf{e}^{\mu} \mathbf{a e}{ }_{\mu}=(n-2 k) \hat{\mathbf{a}}$ for $\mathbf{a} \in \Lambda^{k} \mathbb{R}^{n}$.
11 As far as the author knows the only university where electrical engineers have used differential forms in teaching is Helsinki University of Technology, see lecture notes Lindell \& Lounesto 1995.
12 For instance, the space-time position $\mathbf{x}=\vec{x}+c t \mathbf{e}_{4}$ and the current density $\mathbf{J}=\vec{J}+c \rho \mathbf{e}_{4}$ transform differently under the Lorentz group; one transforms contravariantly and the other covariantly. In tensor calculus elements of $V$ are called vectors and elements of the dual space $V^{*}$ are called covectors.
we shall close this chapter with a short discussion on the formulation of electromagnetism with differential forms, see Lindell 1995. But first some observations about functions with values in $\Lambda V=\mathcal{C} \ell_{3,1}$.

### 8.13 Using only raising or lowering differentials

Since the current density $\vec{J}$ integrates over a surface $S$,

$$
\oint_{S} \vec{J} \cdot d \vec{s}=-I
$$

we can replace it by a bivector $\vec{J} \mathrm{e}_{123}$, and since the charge density $\rho$ integrates over a 3 -volume, we can replace it by a 3 -vector $\rho \mathrm{e}_{123}$. Similarly, we can regard $\vec{H}$ as a vector, but replace the vector $\vec{D}$ by a bivector $\vec{D} \mathbf{e}_{123}$.

The two Maxwell equations with a source-term on the right hand side can be rewritten in the form

$$
\nabla \wedge\left(\vec{D} \mathbf{e}_{123}\right)=\rho \mathbf{e}_{123}, \quad-\nabla \wedge \vec{H}-\frac{\partial}{\partial t}\left(\vec{D} \mathbf{e}_{123}\right)=\vec{J} \mathbf{e}_{123}
$$

Take the Hodge dual

$$
\begin{aligned}
& \star \mathbf{G}=\tilde{\mathbf{G}} \mathbf{e}_{1234}=-c \vec{D} \mathbf{e}_{123}-\vec{H} \mathbf{e}_{4} \text { and } \\
& \star \mathbf{J}=\tilde{\mathbf{J}} \mathbf{e}_{1234}=c \rho \mathbf{e}_{123}+\left(\vec{J} \mathbf{e}_{123}\right) \mathbf{e}_{4},
\end{aligned}
$$

and compute the raising differential

$$
\begin{aligned}
\partial \wedge & \star \mathbf{G}=\left(\nabla-\mathbf{e}_{4} \frac{1}{c} \frac{\partial}{\partial t}\right) \wedge\left(-c \vec{D} \mathbf{e}_{123}-\vec{H} \mathbf{e}_{4}\right) \\
& =-c(\nabla \cdot \vec{D}) \mathbf{e}_{123}-\mathbf{e}_{123}(\nabla \times \vec{H}) \mathbf{e}_{4}+\frac{\partial \vec{D}}{\partial t} \mathbf{e}_{1234} .
\end{aligned}
$$

The Maxwell equations can now be expressed in terms of the raising differential alone:

$$
\begin{aligned}
& \partial \wedge \star \mathbf{G}=-\star \mathbf{J} \\
& \partial \wedge \mathbf{F}=0 .
\end{aligned}
$$

Dually, we can write down the Maxwell equations using only the lowering differential:

$$
\begin{aligned}
& \partial\lrcorner \mathbf{G}=\mathbf{J}, \\
& \partial\lrcorner \star \mathbf{F}=0 .
\end{aligned}
$$

These equations are invariant under the general linear group $G L(4, \mathbb{R})$, and the solutions are independent of the choice of metric. ${ }^{13}$

13 In the absence of a metric it is customary to invoke the dual algebra $\bigwedge V^{*}$ of the exterior algebra $\Lambda V$ and take exterior differentials of differential forms rather than differentials of multivector valued functions.

### 8.14 The constitutive relations

The constitutive relations of the medium are

$$
\begin{aligned}
& \vec{D}=\varepsilon \vec{E}+\alpha \vec{B} \\
& \vec{H}=\beta \vec{E}+\mu^{-1} \vec{B} .
\end{aligned}
$$

Here $\varepsilon, \alpha, \beta$ and $\mu^{-1}$ are $3 \times 3$-matrices. To find the rules imposed on them, write the above equations in coordinate form:

$$
G^{\kappa \lambda}=\frac{1}{2} \chi^{\kappa \lambda \mu \nu} F_{\mu \nu} .
$$

Then, if $\chi^{\kappa \lambda \mu \nu}$ is an irreducible tensor, ${ }^{14}$ we must have

$$
\begin{aligned}
& \chi^{\kappa \lambda \mu \nu}=-\chi^{\lambda \kappa \mu \nu}, \quad \chi^{\kappa \lambda \mu \nu}=-\chi^{\kappa \lambda \nu \mu}, \\
& \chi^{\kappa \lambda \mu \nu}=\chi^{\mu \nu \lambda \kappa}, \\
& \chi^{[\kappa \lambda \mu \nu]}=0,
\end{aligned}
$$

where the brackets [] mean complete alternation of indices. The second relation implies $\varepsilon^{\top}=\varepsilon, \mu^{\top}=\mu$ and $\alpha=-\beta^{\top}$ and the third relation implies $\operatorname{trace}(\alpha)=\operatorname{trace}(\beta)$, which together with the former implies $\operatorname{trace}(\alpha)=$ $\operatorname{trace}(\beta)=0$. These considerations can be condensed into saying that the indices of the constitutive tensor $\chi^{\kappa \lambda \mu \nu}=\chi_{\lambda \nu}^{\kappa \mu}$ can be arranged into a Young tableau


The irreducible tensor $\chi$ has 20 components, where $20=\frac{1}{12} n^{2}\left(n^{2}-1\right)$ for $n=4$. In chiral media the tensor $\chi$ need not be irreducible, and the number of components may rise to 36 .

### 8.15 The derivative and the exterior differential

Let $U$ and $V$ be real linear spaces with norms. The derivative of $f: U \rightarrow V$ at $\mathbf{x} \in U$ is a linear function

$$
f^{\prime}(\mathbf{x}): U \rightarrow V, \mathbf{h} \rightarrow f^{\prime}(\mathbf{x}) \mathbf{h}
$$

such that

$$
f(\mathbf{x}+\mathbf{h})-f(\mathbf{x})=f^{\prime}(\mathbf{x}) \mathbf{h}+\|\mathbf{h}\| \varepsilon(\mathbf{x}, \mathbf{h})
$$

where $\varepsilon(\mathbf{x}, \mathbf{h}) \rightarrow 0$ as $\mathbf{h} \rightarrow 0$. The linear function $f^{\prime}(\mathbf{x}): U \rightarrow V$ can be identified with an element of $U^{*} \otimes V$.

14 The factor $\chi$ need not be a tensor. For instance, magnetic saturation and hysteresis are not expressible with a tensor $\chi$.

Consider now a function $f_{\bullet}: V \rightarrow \bigwedge V^{*}$. Its derivative at $\mathbf{x}$,

$$
f^{\prime}(\mathbf{x}) \in V^{*} \otimes \bigwedge V^{*}
$$

is no longer an element of the dual exterior algebra $\Lambda V^{*} \subset \otimes V^{*}$. The alternation, which antisymmetrizes tensor product of vectors, is a linear function projecting $\wedge V^{*}$ out of $\otimes V^{*}$ so that

$$
u \wedge u=\operatorname{Alt}(u \otimes v) \quad \text { for } \quad u, v \in \bigwedge V^{*}
$$

We define the exterior differential of $f: V \rightarrow \bigwedge V^{*}$ at $\mathbf{x}$ by ${ }^{15}$

$$
d \wedge f(\mathbf{x})=\operatorname{Alt}\left(f^{\prime}(\mathbf{x})\right)
$$

Next, we will replace vector valued functions $V \rightarrow V$ by 1-forms $V \rightarrow$ $V^{*}$, and bivector valued functions $V \rightarrow \bigwedge^{2} V$ by 2 -forms $V \rightarrow \bigwedge^{2} V^{*}$. The electromagnetic bivectors $\mathbf{F}$ and $\mathbf{G}$ are replaced by 2 -forms $F$ and $G$. The current vector $\mathbf{J}$ is replaced by a 1 -form $J$.

The exterior differential raises the degree. The dual of the exterior differential, called the contraction differential $d\lrcorner f=\star^{-1} d \wedge \star f,{ }^{16}$ lowers the degree. In differential forms the Maxwell equations look like

$$
\begin{aligned}
& d\lrcorner G=J \\
& d \wedge F=0 .
\end{aligned}
$$

### 8.16 General linear covariance of the Maxwell equations

Using the differential forms we may find the most general expression of the Maxwell equations:

$$
\begin{aligned}
& d \wedge \star G=-\star J \\
& d \wedge F=0
\end{aligned}
$$

These equations include only the exterior differential, and no contraction differential, so that a metric is not involved. This makes the equations independent of any coordinate system. The metric gets involved by the constitutive relations of the medium

$$
G=\chi(F)
$$

and the Hodge dual.
This form of the Maxwell equations is not only relativistically covariant,
15 The exterior differential is usually denoted by $d f$.
16 The contraction differential is commonly called the co-differential and denoted by $\delta f$.
under the Lorentz group $O(3,1),{ }^{17}$ but also covariant under any linear transformation of space-time coordinates, that is, under the general linear group $G L(4, \mathbb{R})$. This general linear covariance of the Maxwell equations, and their independence of metric/medium, were recognized by Weyl 1921, Cartan 1926 and van Dantzig 1934.

## Historical Survey

The Maxwell equations have been condensed into a single equation using complex vectors (Silberstein 1907), complex quaternions (Silberstein 1912/1914, Lanczos 1919), spinors (Laporte \& Uhlenbeck 1931, Bleuler \& Kustaanheimo 1968) and using Clifford algebras (Juvet \& Schidlof 1932, Mercier 1935, M. Riesz 1958). Marcel Riesz 1947 wrote the energy-momentum tensor in the form $T_{\mu \nu}=-\frac{1}{2}\left\langle\mathbf{e}_{\mu} \mathbf{F e}_{\nu} \mathbf{F}\right\rangle_{0}$.

## Exercises

Metric $x_{1}^{2}+x_{2}^{2}+x_{3}^{2}-x_{4}^{2}$ :

1. Recall that $\left(F^{14}, F^{24}, F^{34}\right)=\left(\frac{1}{c} E_{1}, \frac{1}{c} E_{2}, \frac{1}{c} E_{3}\right)$ and $\left(F^{23}, F^{31}, F^{12}\right)=\left(-B_{1},-B_{2},-B_{3}\right)$. Compute the matrices
a) $F^{\alpha}{ }_{\beta}$, b) $F_{\alpha}{ }^{\beta}$, and the vector
c) $v^{\alpha} F_{\alpha}{ }^{\beta}$ for $\left(v^{1}, v^{2}, v^{3}, v^{4}\right)=\left(v_{1}, v_{2}, v_{3}, c\right)$. ${ }^{18}$

Metric $-x_{0}^{2}+x_{1}^{2}+x_{2}^{2}+x_{3}^{2}$ :
In this metric $\partial^{\alpha}=\left(-\frac{1}{c} \frac{\partial}{\partial t}, \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z}\right)$.
2. Replace $\vec{E}$ and $\vec{B}$ by $F^{\alpha \beta}=-F^{\beta \alpha}$ so that
$\left(F^{01}, F^{02}, F^{03}\right)=\left(-\frac{1}{c} E_{1},-\frac{1}{c} E_{2},-\frac{1}{c} E_{3}\right)$ and $\left(F^{23}, F^{31}, F^{12}\right)=\left(-B_{1},-B_{2},-B_{3}\right)$, and determine
a) the antisymmetric matrix $F^{\alpha \beta}$,
b) the Maxwell equations in terms of $F^{\alpha \beta}$,
c) $F^{\alpha \beta}$ in terms of $A^{\alpha}$,

17 The Maxwell equations describe massless particles, photons, and as such they are conformally covariant, as was demonstrated by Cunningham and Bateman in 1910. The conformal transformations are not linear in general, that is, they are not in $G L(4, \mathbb{R})$.
18 For simplicity we have omitted the factor

$$
\gamma=\frac{1}{\sqrt{1-\frac{v^{2}}{c^{2}}}}
$$

which makes both sides of the equation of the Lorentz force, $f^{\beta}=u^{\alpha} F_{\alpha}{ }^{\beta}, u^{\alpha}=\gamma v^{\alpha}$, properly transforming space-time vectors.
d) $v^{\alpha} F_{\alpha}{ }^{\beta}$ for $\left(v^{0}, v^{1}, v^{2}, v^{3}\right)=\left(c, v_{1}, v_{2}, v_{3}\right)$.

Metric $x_{0}^{2}-x_{1}^{2}-x_{2}^{2}-x_{3}^{2}$ :
In this metric $\partial^{\alpha}=\left(\frac{1}{c} \frac{\partial}{\partial t},-\frac{\partial}{\partial x},-\frac{\partial}{\partial y},-\frac{\partial}{\partial z}\right)$.
3. Replace $\vec{E}$ and $\vec{B}$ by $F^{\alpha \beta}=-F^{\beta \alpha}$ so that
$\left(F^{01}, F^{02}, F^{03}\right)=\left(-\frac{1}{c} E^{1},-\frac{1}{c} E^{2},-\frac{1}{c} E^{3}\right)$ and $\left(F^{23}, F^{31}, F^{12}\right)=\left(-B^{1},-B^{2},-B^{3}\right)$, and determine
a) the Maxwell equations in terms of $F^{\alpha \beta}$,
b) $F^{\alpha \beta}$ in terms of $A^{\alpha}$.
[Note that $A^{1}=A_{x}=-A_{1}, A^{2}=A_{y}=-A_{2}, A^{3}=A_{z}=-A_{3}$ but $\left.A^{0}=\frac{1}{c} V=A_{0}.\right]$
4. Electrical engineers use the pairs $\vec{E}, \vec{H}$ and $\vec{D}, \vec{B}$. The constitutive relations sending $\vec{E}, \vec{H}$ to $\vec{D}, \vec{B}$ are then

$$
\begin{aligned}
& \vec{D}=\check{\varepsilon} \vec{E}+\check{\alpha} \vec{H} \\
& \vec{B}=\check{\beta} \vec{E}+\check{\mu} \vec{H} .
\end{aligned}
$$

Show that $\check{\mu}=\mu, \check{\alpha}=\alpha \mu, \check{\beta}=-\mu \beta$ and $\check{\varepsilon}=\varepsilon-\alpha \mu \beta$.

## Solutions

1a.

$$
\left(F^{\alpha}{ }_{\beta}\right)=\left(\begin{array}{cccc}
0 & -B_{3} & B_{2} & -\frac{1}{c} E_{1} \\
B_{3} & 0 & -B_{1} & -\frac{1}{c} E_{2} \\
-B_{2} & B_{1} & 0 & -\frac{1}{c} E_{3} \\
-\frac{1}{c} E_{1} & -\frac{1}{c} E_{2} & -\frac{1}{c} E_{3} & 0
\end{array}\right)
$$

b.

$$
\left(F_{\alpha}{ }^{\beta}\right)=\left(\begin{array}{cccc}
0 & -B_{3} & B_{2} & \frac{1}{c} E_{1} \\
B_{3} & 0 & -B_{1} & \frac{1}{c} E_{2} \\
-B_{2} & B_{1} & 0 & \frac{1}{c} E_{3} \\
\frac{1}{c} E_{1} & \frac{1}{c} E_{2} & \frac{1}{c} E_{3} & 0
\end{array}\right)
$$

c. The space-component is $\vec{E}+\vec{v} \times \vec{B}$ and the time-component $\frac{1}{c} \vec{v} \cdot \vec{E}$.

2a.

$$
\left(F^{\alpha \beta}\right)=\left(\begin{array}{cccc}
0 & -\frac{1}{c} E_{1} & -\frac{1}{c} E_{2} & -\frac{1}{c} E_{3} \\
\frac{1}{c} E_{1} & 0 & -B_{3} & B_{2} \\
\frac{1}{c} E_{2} & B_{3} & 0 & -B_{1} \\
\frac{1}{c} E_{3} & -B_{2} & B_{1} & 0
\end{array}\right)
$$

b. $\partial_{\alpha} F^{\alpha \beta}=\mu J^{\beta}, \partial^{\alpha} F^{\beta \gamma}+\partial^{\beta} F^{\gamma \alpha}+\partial^{\gamma} F^{\alpha \beta}=0$.
c. $F^{\alpha \beta}=-\left(\partial^{\alpha} A^{\beta}-\partial^{\beta} A^{\alpha}\right)$.
d. The time-component is $\frac{1}{c} \vec{v} \cdot \vec{E}$ and the space-component $\vec{E}+\vec{v} \times \vec{B}$.

3a. $\partial_{\alpha} F^{\alpha \beta}=\mu J^{\beta}, \quad \partial^{\alpha} F^{\beta \gamma}+\partial^{\beta} F^{\gamma \alpha}+\partial^{\gamma} F^{\alpha \beta}=0$.
b. $F^{\alpha \beta}=\partial^{\alpha} A^{\beta}-\partial^{\beta} A^{\alpha}$.
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## 9

## Lorentz Transformations

According to the Galilean principle of relativity the laws of classical mechanics are the same for all observers (moving at constant velocity with respect to each other). More precisely, the laws of classical mechanics remain the same under Galilean transformations

$$
\begin{array}{ll}
\underline{\text { direct }} & \underline{\text { inverse }} \\
x^{\prime}=x-v t & x=x^{\prime}+v t^{\prime} \\
t^{\prime}=t & t=t^{\prime}
\end{array}
$$

relating two frames $(x, t)$ and $\left(x^{\prime}, t^{\prime}\right)$ moving at relative velocity $v$. The equations on the left show that the origin of the second frame $x^{\prime}=0$ corresponds to uniform motion $x=v t$ in the first frame. There is no privileged inertial frame or absolute rest for moving bodies, but time is preserved, that is, time is absolute.

The Galilean principle or invariance does not govern all of physics, most notably electromagnetism and in particular light propagation. For instance, the wave equation

$$
\frac{\partial^{2} f}{\partial x^{2}}-\frac{1}{c^{2}} \frac{\partial^{2} f}{\partial t^{2}}=0
$$

is not preserved in a Galilean change of variables $(x, t) \rightarrow\left(x^{\prime}, t^{\prime}\right)$. The wave equation is instead invariant under another transformation, named after H.A. Lorentz. In 1887, Michelson \& Morley carried out an experiment which indicated that light travels at the same velocity independent of the motion of the source. In 1905, Einstein took the constancy of the velocity of light as a postulate, and showed that this postulate, together with the principle of relativity, is sufficient for deriving the kinematical formulas of Lorentz. In so doing, Einstein had to revise the notion of time, and abandon the concept of absolute time.

### 9.1 Lorentz transformations in one space dimension

The simplest modification of the Galilean transformation, preserving linearity and the implication $x^{\prime}=0 \Rightarrow x=v t$, is obtained by multiplying with a factor $\gamma$ :

$$
x^{\prime}=\gamma(x-v t), \quad x=\gamma\left(x^{\prime}+v t^{\prime}\right)
$$

where $\gamma$ is independent of $x$ and $t$ but may depend on $v$. We require that $\gamma$ is the same in both equations since the inverse transformation should be identical to the direct one except for a change of $v$ to $-v$.

In computing $\gamma$ we use the observation of equal velocity of light. Consider a light-signal travelling at velocity $c$ in both frames, so that $x=c t$ and $x^{\prime}=c t^{\prime}$, which substituted into the right-hand side of the previous equations results in

$$
x^{\prime}=\gamma(c t-v t), \quad x=\gamma\left(c t^{\prime}+v t^{\prime}\right)
$$

or, substituting $x^{\prime}=c t^{\prime}$ and $x=c t$ also into the left-hand side,

$$
c t^{\prime}=\gamma(c-v) t, \quad c t=\gamma(c+v) t^{\prime}
$$

a formula admitting explicitly a transformation of time. Divide the two equations

$$
\frac{c}{\gamma(c+v)}=\frac{\gamma(c-v)}{c}
$$

which gives the factor

$$
\gamma=\frac{1}{\sqrt{1-\frac{v^{2}}{c^{2}}}}
$$

Next, compute the transformation of the time coordinate of events. Substitute $x^{\prime}=\gamma(x-v t)$ into $x=\gamma\left(x^{\prime}+v t^{\prime}\right)$,

$$
x=\gamma^{2}(x-v t)+\gamma v t^{\prime}
$$

use the explicit form of $\gamma$, and solve for $t^{\prime}$,

$$
t^{\prime}=\gamma\left(t-\frac{v}{c^{2}} x\right)
$$

Similarly, compute the inverse transformation,

$$
t=\gamma\left(t^{\prime}+\frac{v}{c^{2}} x^{\prime}\right)
$$

The fact that time is also transformed is referred to as the relativity of time.

Summarizing, we have the following transformation laws for the space and time coordinates
direct $\underline{\text { inverse }}$

$$
\begin{array}{ll}
x^{\prime}=\frac{x-v t}{\sqrt{1-\frac{v^{2}}{c^{2}}}} & x=\frac{x^{\prime}+v t^{\prime}}{\sqrt{1-\frac{v^{2}}{c^{2}}}} \\
t^{\prime}=\frac{t-\frac{v}{c^{2}} x}{\sqrt{1-\frac{v^{2}}{c^{2}}}} & t=\frac{t^{\prime}+\frac{v}{c^{2}} x^{\prime}}{\sqrt{1-\frac{v^{2}}{c^{2}}}}
\end{array}
$$

known as the Lorentz transformation. Lorentz transformations preserve the quadratic form $x^{2}-c^{2} t^{2}={x^{\prime}}^{2}-c^{2} t^{\prime 2}$ and orthogonality of events; two events $x_{1}, c t_{1}$ and $x_{2}, c t_{2}$ are said to be orthogonal if $x_{1} x_{2}-c^{2} t_{1} t_{2}=0$. In particular, time and space are orthogonal.

It should be noted that time and space do not diverge by $90^{\circ}$, that is, they are not 'perpendicular' or 'rectangular'. If we draw space-time coordinates $x, c t$ on paper so that the time-axis is 'perpendicular' to the space and perform a Lorentz transformation, then the transformed coordinate-axes $x^{\prime}, c t^{\prime}$ are no longer 'rectangular' (but they are orthogonal, by definition).


Write the direct Lorentz transformation in matrix form:

$$
\binom{x^{\prime}}{c t^{\prime}}=\frac{1}{\sqrt{1-\frac{v^{2}}{c^{2}}}}\left(\begin{array}{cc}
1 & -\frac{v}{c} \\
-\frac{v}{c} & 1
\end{array}\right)\binom{x}{c t} .
$$

This resumes the composition of Lorentz transformations into multiplication of matrices:

$$
L_{v}=\frac{1}{\sqrt{1-\frac{v^{2}}{c^{2}}}}\left(\begin{array}{cc}
1 & -\frac{v}{c} \\
-\frac{v}{c} & 1
\end{array}\right) .
$$

The composition of two Lorentz transformations at velocities $v_{1}$ and $v_{2}$ results
in a Lorentz transformation $L_{v}=L_{v_{2}} L_{v_{1}}$ at velocity

$$
v=\frac{v_{1}+v_{2}}{1+\frac{v_{1} v_{2}}{c^{2}}}
$$

a formula known as the relativistic composition of parallel velocities.

### 9.2 The Minkowski space-time $\mathbb{R}^{3,1}$

Space-time events can be labelled by points $\left(x^{1}, x^{2}, x^{3}, x^{4}\right)$ or vectors $\mathbf{x}=$ $x^{1} \mathbf{e}_{1}+x^{2} \mathbf{e}_{2}+x^{3} \mathbf{e}_{3}+x^{4} \mathbf{e}_{4}$ in the Minkowski space-time $\mathbb{R}^{3,1}$. Indices are raised and lowered according to

$$
x^{1}=x_{1}, x^{2}=x_{2}, x^{3}=x_{3}, x^{4}=c t=-x_{4} .
$$

The Minkowski space-time $\mathbb{R}^{3,1}$ has a quadratic form sending a vector $\mathbf{x} \in \mathbb{R}^{3,1}$ to a scalar which we shall denote by $\mathbf{x}^{2}$,

$$
\mathbf{x}^{2}=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}-x_{4}^{2}
$$

Solutions to the equation

$$
x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=x_{4}^{2} \quad \text { or } \quad \mathbf{x}^{2}=0
$$

form the null-cone or light-cone.


Light-cone and light-like vectors
The set of non-zero vectors, or space-time intervals, $\mathbf{x} \in \mathbb{R}^{3,1}$ can be divided into

$$
\begin{array}{ll}
\mathbf{x}^{2}>0, & \text { space-like vectors, } \\
\mathbf{x}^{2}<0, & \text { time-like vectors } \\
\mathbf{x}^{2}=0, & \text { null vectors or light-like vectors. }
\end{array}
$$

The set of time-like and light-like vectors can be divided into future oriented $x^{4}>0$, and past oriented $x^{4}<0$ [recall that $x^{4}=c t=-x_{4}$ ].

Planes passing through the origin can be divided into time-like, light-like and space-like according as they intersect the light-cone along two, one or zero light-like vectors.
Space-like unit vectors $\mathbf{x}^{2}=1$ form a connected hyperboloid, and time-like unit vectors $\mathbf{x}^{2}=-1$ form a two-sheeted hyperboloid. Future oriented timelike unit vectors correspond to observers; ${ }^{1}$ an observer travelling at velocity $\vec{v} \in \mathbb{R}^{3}$ is associated to the time-axis

$$
\mathbf{v}=\frac{\vec{v}+c \mathbf{e}_{4}}{\sqrt{c^{2}-\vec{v}^{2}}} \quad \text { where } \quad \mathbf{v}^{2}=-1
$$

### 9.3 Lorentz boost at velocity $\vec{v} \in \mathbb{R}^{3}$

Let us review how a space-time event $(\vec{r}, t)$ of an observer $O$ is seen by another, $O^{\prime}$, moving at velocity $\vec{v}$ with respect to $O$.


To do this we first decompose $\vec{r} \in \mathbb{R}^{3}$ into components. $\vec{r}=\vec{r}_{\|}+\vec{r}_{\perp}$ which are parallel $\vec{r}_{\|}=(\vec{r} \cdot \vec{v}) \frac{\vec{v}}{\vec{v}^{2}}$ and perpendicular $\vec{r}_{\perp}=\vec{r}-\vec{r}_{\|}$to $\vec{v}$. The transformed space-time event is ( $\vec{r}^{\prime}, t^{\prime}$ ) where $\vec{r}^{\prime}=\vec{r}_{\|}^{\prime}+\vec{r}_{\perp}^{\prime}$ and

$$
\begin{aligned}
& \vec{r}_{\|}^{\prime}=\frac{1}{\sqrt{1-\frac{\vec{v}^{2}}{c^{2}}}}\left(\vec{r}_{\|}-\vec{v} t\right), \quad \vec{r}_{\perp}^{\prime}=\vec{r}_{\perp} \\
& t^{\prime}=\frac{1}{\sqrt{1-\frac{\vec{v}^{2}}{c^{2}}}}\left(t-\frac{\vec{v} \cdot \vec{r}}{c^{2}}\right)
\end{aligned}
$$

This transformation is called a boost at velocity $\vec{v}$.
The scalar $\vec{r}^{2}-c^{2} t^{2}$, where $\vec{r}^{2}=|\vec{r}|^{2}$, remains invariant under a boost. A boost leaves untouched the perpendicular component $\vec{r}_{\perp}$, but alters the parallel component $\vec{r}_{\|}$.

[^21]A boost at velocity $\vec{v}=v_{1} \mathbf{e}_{1}+v_{2} \mathbf{e}_{2}+v_{3} \mathbf{e}_{3}$ can be represented by matrix multiplication $x^{\prime \alpha}=L^{\alpha}{ }_{\beta} x^{\beta}$ or $x^{\prime}=L x$ where

$$
L_{\vec{v}}=I-\frac{1}{\sqrt{1-\frac{\vec{v}^{2}}{c^{2}}}} \frac{V}{c}+\left(\frac{1}{\sqrt{1-\frac{\vec{v}^{2}}{c^{2}}}}-1\right) \frac{V^{2}}{\vec{v}^{2}}
$$

and

$$
V=\left(\begin{array}{cccc}
0 & 0 & 0 & v_{1} \\
0 & 0 & 0 & v_{2} \\
0 & 0 & 0 & v_{3} \\
v_{1} & v_{2} & v_{3} & 0
\end{array}\right)
$$

A boost is a special case of a Lorentz transformation, which can in general also rotate the space $\mathbb{R}^{3}$.

### 9.4 Lorentz transformations of the electromagnetic field

The electromagnetic field $\vec{E}, \vec{B}$ experiences a boost at velocity $\vec{v}$ as

$$
\begin{aligned}
& \vec{E}_{\perp}^{\prime}=\frac{1}{\sqrt{1-\frac{v^{2}}{c^{2}}}}\left(\vec{E}_{\perp}+\vec{v} \times \vec{B}\right), \quad \vec{E}_{\|}^{\prime}=\vec{E}_{\|} \\
& \vec{B}_{\perp}^{\prime}=\frac{1}{\sqrt{1-\frac{v^{2}}{c^{2}}}}\left(\vec{B}_{\perp}-\frac{\vec{v} \times \vec{E}}{c^{2}}\right), \quad \vec{B}_{\|}^{\prime}=\vec{B}_{\|}
\end{aligned}
$$

A boost of the electromagnetic field leaves invariant two scalars

$$
\vec{E}^{2}-c^{2} \vec{B}^{2} \quad \text { and } \quad \vec{E} \cdot \vec{B}
$$

called Lorentz invariants. ${ }^{2}$
A Lorentz transformation of the electromagnetic field can be written in coordinate form as $F^{\prime \alpha}{ }_{\beta}=L^{\alpha}{ }_{\mu} F^{\mu}{ }_{\nu}\left(L^{-1}\right)^{\nu}{ }_{\beta}$ or concisely as matrix multiplication $F^{\prime}=L F L^{-1}$. The matrix $F=\left(F^{\alpha}{ }_{\beta}\right)$ satisfies $g F^{\top} g^{-1}=-F$, where

$$
g=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right)
$$

$F$ is said to be Minkowski-antisymmetric.

[^22]
### 9.5 The Lorentz group $O(3,1)$

A matrix $L$ satisfying $L g L^{\top}=g^{3}$ is said to be Minkowski-orthogonal or a Lorentz transformation. The Lorentz transformations form the Lorentz group

$$
O(3,1)=\left\{L \in \operatorname{Mat}(4, \mathbb{R}) \mid L g L^{\top}=g\right\}
$$

A Lorentz transformation has a unit determinant: $\operatorname{det} L= \pm 1$. The subgroup with positive determinant,

$$
S O(3,1)=O(3,1) \cap S L(4, \mathbb{R})
$$

is called the special Lorentz group. The special Lorentz group $S O(3,1)$ has two components. The component connected to the identity $I$ is denoted by $S O_{+}(3,1)$; it preserves orientations of both space and time. The other component $S O(3,1) \backslash S O_{+}(3,1)$ reverses orientations of both space and time.

The Lorentz group $O(3,1)$ has four components; these form three twocomponent subgroups preserving space orientation, time orientation or spacetime orientation. Time-orientation-preserving Lorentz transformations form the orthochronous Lorentz group $O_{\uparrow}(3,1)$. A restricted or special orthochronous Lorentz transformation $L \in S O_{+}(3,1)$ preserves space-time orientation (orientation of both space and time); its opposite $-L \in S O(3,1) \backslash S O_{+}(3,1)$ reverses space-time orientation, while $g L$ reverses time orientation, and $-g L \in O_{\uparrow}(3,1)$ reverses space orientation, $-g L \in O_{\uparrow}(3,1) \backslash S O_{+}(3,1)$.

The Lorentz transformations, which stabilize a time-like vector, form a subgroup $O(3)$, the orthogonal group of $\mathbb{R}^{3}=\mathbb{R}^{3,0}$. The Lorentz transformations, which stabilize a space-like vector, form a subgroup $O(2,1)$, the small Lorentz group of $\mathbb{R}^{2,1}$. The Lorentz transformations, which stabilize a light-like vector, form a subgroup isomorphic to the group of rigid movements of the Euclidean plane $\mathbb{R}^{2}$.

Any special orthochronous Lorentz transformation $L \in S O_{+}(3,1)$ can be written as an exponential $L=e^{A}$ of a Minkowski-antisymmetric matrix

$$
A=\left(\begin{array}{cccc}
0 & b_{3} & -b_{2} & a_{1} \\
-b_{3} & 0 & b_{1} & a_{2} \\
b_{2} & -b_{1} & 0 & a_{3} \\
a_{1} & a_{2} & a_{3} & 0
\end{array}\right)
$$

which satisfies $g A^{\top} g^{-1}=-A$. The matrix $A$ can be characterized by two vectors $\vec{a}=a_{1} \mathbf{e}_{1}+a_{2} \mathbf{e}_{2}+a_{3} \mathbf{e}_{3}$ and $\vec{b}=b_{1} \mathbf{e}_{1}+b_{2} \mathbf{e}_{2}+b_{3} \mathbf{e}_{3}$ in $\mathbb{R}^{3}$. If $\vec{b}=0$, then $L$ is a boost at velocity

$$
|\vec{v}|=c \tanh |\vec{a}|
$$

[^23]If $\vec{a}=0$, then $L \in S O(3)$ is a rotation of the Euclidean space $\mathbb{R}^{3}$ around the axis $\vec{b}$ by the angle $|\vec{b}|$. Boosts and rotations are special cases of simple Lorentz transformations.

### 9.6 Simple Lorentz transformations

A special orthochronous Lorentz transformation $L \in S O_{+}(3,1), L \neq I$, has one or two light-like vectors as eigenvectors. If there are two light-like eigenvectors, then they span a time-like eigenplane, which is preserved by the Lorentz transformation; there is also a space-like eigenplane, which is completely orthogonal to the time-like eigenplane. ${ }^{4}$ A special orthochronous Lorentz transformation is called simple, if it turns vectors only in one eigenplane, leaving the other eigenplane point-wise invariant. Disregarding the case $L=I$, a special orthochronous Lorentz transformation $L=e^{A}$, where $A$ is characterized as before by $\vec{a}, \vec{b} \in \mathbb{R}^{3}$, is simple if and only if $\vec{a} \cdot \vec{b}=0$. A simple Lorentz transformation is called

$$
\begin{array}{ll}
\text { hyperbolic, } & |\vec{a}|>|\vec{b}|, \\
\text { elliptic, } & |\vec{a}|<|\vec{b}|, \\
\text { parabolic, } & |\vec{a}|=|\vec{b}| .
\end{array}
$$

A hyperbolic Lorentz transformation is a boost for an observer, whose time-axis is in the time-like eigenplane of the Lorentz transformation. An elliptic Lorentz transformation is a rotation of the Euclidean space $\mathbb{R}^{3}$, which is orthogonal to an observer, whose time-axis is orthogonal to the space-like eigenplane of the Lorentz transformation. A parabolic Lorentz transformation has only one light-like eigenvector; it is of the form

$$
L=I+A+\frac{1}{2} A^{2}, \quad \text { since } \quad A^{3}=0
$$

and has only one eigenplane, which is light-like and tangent to the light-cone along the light-like eigenvector. A non-parabolic Lorentz transformation can be written as a product of two commuting simple transformations, one hyperbolic and the other elliptic.

## Lorentz Transformations in Clifford Algebras

Lorentz transformations can be described within the Clifford algebras $\mathcal{C} \ell_{3} \simeq$ $\operatorname{Mat}(2, \mathbb{C}), \mathcal{C} \ell_{3,1} \simeq \operatorname{Mat}(4, \mathbb{R})$ and $\mathcal{C} \ell_{1,3} \simeq \operatorname{Mat}(2, \mathbb{H})$.

[^24]
### 9.7 In the Clifford algebra $\mathcal{C} \ell_{3} \simeq \operatorname{Mat}(2, \mathbb{C})$

Events in time and space can be labelled by sums of scalars and vectors,

$$
x=c t+\vec{x}
$$

in $\mathbb{R} \oplus \mathbb{R}^{3} \subset \mathcal{C} \ell_{3}$. A paravector $x=x^{0}+x^{1} \mathbf{e}_{1}+x^{2} \mathbf{e}_{2}+x^{3} \mathbf{e}_{3}$ can be provided with a quadratic form

$$
x \bar{x}=c^{2} t^{2}-\vec{x}^{2}=x_{0}^{2}-x_{1}^{2}-x_{2}^{2}-x_{3}^{2}
$$

making $\mathbb{R} \oplus \mathbb{R}^{3}$ isometric to the Minkowski time-space $\mathbb{R}^{1,3}$. ${ }^{5}$ This quadratic form is preserved in a special orthochronous Lorentz transformation $L \in$ $S O_{+}(1,3)$,

$$
L: \mathbb{R} \oplus \mathbb{R}^{3} \rightarrow \mathbb{R} \oplus \mathbb{R}^{3}, \quad x \rightarrow L(x)=s x \hat{s}^{-1}
$$

where $s$ is in the spin group ${ }^{6}$

$$
\operatorname{Spin}_{+}(1,3)=\left\{s \in \mathcal{C} \ell_{3} \mid s \bar{s}=1\right\} \simeq S L(2, \mathbb{C})
$$

The time-space event $x=t+\vec{x} \in \mathbb{R} \oplus \mathbb{R}^{3}$ and the electromagnetic field $F=\vec{E}-\vec{B} \mathbf{e}_{123} \in \mathbb{R}^{3} \oplus \bigwedge^{2} \mathbb{R}^{3}$ behave slightly differently under restricted Lorentz transformations:

$$
\begin{aligned}
& x^{\prime}=L(x)=s x \hat{s}^{-1} \\
& F^{\prime}=s F s^{-1}
\end{aligned}
$$

The spin group $\$ \operatorname{pin}_{+}(1,3)$ is a two-fold covering of the special orthochronous Lorentz group $S O_{+}(1,3)$. In other words, there are two elements $\pm s$ in the group $\$ p i n_{+}(1,3)$ inducing the same Lorentz transformation $L$ in $S O_{+}(1,3)$. This can be expressed by saying that the kernel of the group homomorphism

$$
\rho: \$ \operatorname{pin}_{+}(1,3) \rightarrow S O_{+}(1,3), \quad s \rightarrow L=\rho(s)
$$

consists of two elements $\{ \pm 1\} \in \$$ pin $_{+}(1,3)$ [the kernel is the pre-image of the identity element $\left.I \in S O_{+}(1,3)\right]$.

Every element $s$ in the spin group $\operatorname{Spin}_{+}(1,3)$ is of the form

$$
s= \pm \exp \frac{1}{2}\left(\vec{a}+\vec{b} \mathbf{e}_{123}\right)
$$

where $\vec{a}$ and $\vec{b}$ are vectors in $\mathbb{R}^{3}$. The minus sign in front of the exponential
5 The raising and lowering conventions are different in $\mathbb{R} \oplus \mathbb{R}^{3}$ and $\mathbb{R}^{1,3}$. In $\mathbb{R}^{1,3}$ $\left(x^{0}, x^{1}, x^{2}, x^{3}\right)=\left(x_{0},-x_{1},-x_{2},-x_{3}\right)$ whereas in $\mathbb{R}^{3} \subset \mathbb{R} \oplus \mathbb{R}^{3}$ there is a prescribed metric such that $\left(x^{1}, x^{2}, x^{3}\right)=\left(x_{1}, x_{2}, x_{3}\right)$.
6 The groups $\$ \operatorname{pin}_{+}(1,3) \subset \mathcal{C} \ell_{3}$ and $\mathrm{Spin}_{+}(1,3) \subset \mathcal{C} \ell_{1,3}$ are isomorphic, and so are their Lie algebras $\mathbb{R}^{3} \oplus \Lambda^{2} \mathbb{R}^{3}$ and $\Lambda^{2} \mathbb{R}^{1,3}$.
is needed, ${ }^{7}$ because not all the elements in the two-fold cover $\$ p i n_{+}(1,3)$ of $S O_{+}(1,3)$ can be written as exponentials of para-bivectors in $\mathbb{R}^{3} \oplus \bigwedge^{2} \mathbb{R}^{3}$. In the case $\vec{a}=0$ the Lorentz transformation is a rotation of $\mathbb{R}^{3}$, and in the case $\vec{b}=0$ we have a boost at velocity ${ }^{8}$

$$
\vec{v}=\tanh \vec{a}=\frac{\vec{a}}{|\vec{a}|} \tanh |\vec{a}| .
$$

For any $s \in \$$ pin $_{+}(1,3)$ the product $s \tilde{s}$ is a boost, that is, $s \tilde{s} \in \mathbb{R} \oplus \mathbb{R}^{3}$. Since $\langle s \tilde{s}\rangle_{0}>0$, there is a unique square root of $u=s \tilde{s}$, a boost such that $\sqrt{u}=\alpha(1+u), \alpha>0$. Squaring both sides and using $u \bar{u}=1$ results in

$$
\sqrt{u}=\frac{1+u}{\sqrt{2\left(1+\langle u\rangle_{0}\right)}} .
$$

Write $b_{1}=\sqrt{s \tilde{s}}$. The product $r=b_{1}^{-1} s$ satisfies $\tilde{r} r=1$ and $\bar{r} r=1$, and so it is a rotation, $r \in \operatorname{Spin}(3)$. A special orthochronous Lorentz transformation can be uniquely decomposed into a product of a boost and a rotation,

$$
s=b_{1} r,
$$

called the polar decomposition. Similarly computing $b_{2}=\sqrt{\tilde{s} s}$ and $r=s b_{2}^{-1}$, we find that $s=r b_{2}$ with the same rotation $r$, that is,

$$
s=b_{1} r=r b_{2} .
$$

Both the decompositions have as a factor the same rotation $r \in \mathbf{S p i n}(3)=$ $\left\{s \in \mathcal{C} \ell_{3}^{+} \mid s \tilde{s}=1\right\}$, but the boosts are different: $b_{1} \neq b_{2}$.

### 9.8 In the Clifford algebra $\mathcal{C} \ell_{3,1} \simeq \operatorname{Mat}(4, \mathbb{R})$

A boost $b \in \mathbb{R} \oplus \mathbb{R}^{3} \mathbf{e}_{4}$, at velocity $\vec{v} \in \mathbb{R}^{3}$, can be computed by

$$
b=\exp \left(\vec{a} \mathbf{e}_{4} / 2\right), \quad \vec{a}=\operatorname{artanh}(\vec{v} / c)
$$

and results in

$$
b=\frac{1+\gamma\left(1+\vec{v} \mathbf{e}_{4}\right)}{\sqrt{2(1+\gamma)}}, \quad \gamma=\frac{1}{\sqrt{1-\frac{\vec{v}^{2}}{c^{2}}}}
$$

obtained also by taking a square root of $b^{2}=\gamma\left(1+\vec{v} \mathbf{e}_{4}\right)$.
The restricted Lorentz group $S O_{+}(3,1)$ has a double cover

$$
\operatorname{Spin}_{+}(3,1)=\left\{s \in \mathcal{C} \ell_{3,1}^{+} \mid s \tilde{s}=1\right\} .
$$

[^25]Under a Lorentz transformation induced by $s \in \mathbf{S p i n}_{+}(3,1)$ the space-time vector $\mathbf{x}$ transforms according to $\mathbf{x}^{\prime}=s \mathbf{x} s^{-1}$ and the electromagnetic bivector $\mathbf{F}=\frac{1}{c} \vec{E} \mathbf{e}_{4}-\vec{B} \mathbf{e}_{123}$ transforms according to $\mathbf{F}^{\prime}=s \mathbf{F} s^{-1}$.

### 9.9 In the Clifford algebra $\mathcal{C} \ell_{1,3} \simeq \operatorname{Mat}(2, \mathbb{H})$

Consider the Lorentz group of the Minkowski time-space $\mathbb{R}^{1,3}$ in the Clifford algebra $\mathcal{C} \ell_{1,3}$ which is isomorphic, as an associative algebra, to the real algebra of $2 \times 2$-matrices $\operatorname{Mat}(2, \mathbb{H})$ with quaternions as entries. The Clifford algebra $\mathcal{C} \ell_{1,3}$ is generated as a real algebra by the Dirac gamma-matrices $\gamma_{0}, \gamma_{1}, \gamma_{2}, \gamma_{3}$ satisfying

$$
\gamma_{0}^{2}=I, \gamma_{1}^{2}=\gamma_{2}^{2}=\gamma_{3}^{2}=-I, \quad \text { and } \quad \gamma_{\mu} \gamma_{\nu}=-\gamma_{\nu} \gamma_{\mu} \quad \text { for } \quad \mu \neq \nu
$$

In this case the Lorentz groups $O(1,3), S O(1,3), S O_{+}(1,3)$ are doubly covered by

$$
\begin{aligned}
& \operatorname{Pin}(1,3)=\left\{s \in \mathcal{C} \ell_{1,3}^{+} \cup \mathcal{C} \ell_{1,3}^{-} \mid s \tilde{s}= \pm 1\right\} \\
& \operatorname{Spin}(1,3)=\left\{s \in \mathcal{C} \ell_{1,3}^{+} \mid s \tilde{s}= \pm 1\right\} \\
& \operatorname{Spin}_{+}(1,3)=\left\{s \in \mathcal{C} \ell_{1,3}^{+} \mid s \tilde{s}=1\right\} \simeq S L(2, \mathbb{C})
\end{aligned}
$$

A Lorentz transformation $L \in O(1,3)$ is given by $L(\mathbf{x})=s \mathbf{x} \hat{s}^{-1}$ in general, but a special Lorentz transformation $L \in S O(1,3)$ corresponds to an even $s$ and can also be written as $L(\mathbf{x})=s \mathbf{x} s^{-1}$. The group homomorphism $\rho$ : $\operatorname{Pin}(1,3) \rightarrow O(1,3)$ is fixed by $L=\rho(s), L(\mathbf{x})=s \mathbf{x} \hat{s}^{-1}$, and its kernel is $\{ \pm 1\}$, that is, each $L \in O(1,3)$ has two pre-images $\pm s$ in $\operatorname{Pin}(1,3)$.

An element $s \in \mathbf{S p i n}_{+}(1,3)$ has a unique polar decomposition

$$
s=b_{1} r=r b_{2}
$$

where the boosts are different,

$$
b_{1}=\sqrt{s \gamma_{0} \tilde{s} \gamma_{0}^{-1}} \quad \text { and } \quad b_{2}=\sqrt{\gamma_{0} \tilde{s} \gamma_{0}^{-1} s}
$$

but the rotation is the same, $r=b_{1}^{-1} s=s b_{2}^{-1}$.
Penrose \& Rindler 1984. On pp. 31-32 the authors give a geometric interpretation for Lorentz transformations, reviewed here in terms of the Clifford algebra $\mathcal{C} \ell_{1,3}$. Take four distinct light-like vectors $\mathbf{a}, \mathbf{b}, \mathbf{c}, \mathbf{d}$ such that $\mathbf{a} \cdot \mathbf{b}=1$ and $\mathbf{c} \cdot \mathbf{d}=1$. The bivector $\mathbf{a} \wedge \mathbf{b}$ represents a time-like plane, since $(\mathbf{a} \wedge \mathbf{b})^{2}=$ $(\mathbf{a} \cdot \mathbf{b})^{2}-\mathbf{a}^{2} \mathbf{b}^{2}=1$; the bivector $\mathbf{a} \wedge \mathbf{b}$ belongs to $\operatorname{Spin}(1,3) \backslash \mathbf{S p i n}_{+}(1,3)$ and represents a Lorentz transformation, which reverses the space-time orientation. Therefore, the product

$$
s=(\mathbf{a} \wedge \mathbf{b})(\mathbf{c} \wedge \mathbf{d})
$$

is in $\operatorname{Spin}_{+}(1,3)$. Let the light-like eigenvectors of the corresponding Lorentz transformation be $\mathbf{l}_{1}$ and $\mathbf{l}_{2}$, and choose $\mathbf{l}_{1} \cdot \mathbf{l}_{2}=1$ so that $\left(\mathbf{l}_{1} \wedge \mathbf{l}_{2}\right)^{2}=1$. The bivector $\mathbf{l}_{1} \wedge \mathbf{l}_{2}$ anticommutes with $\mathbf{a} \wedge \mathbf{b}$ and $\mathbf{c} \wedge \mathbf{d}$, that is, it is the unique 'normal' to $\mathbf{a} \wedge \mathbf{b}$ and $\mathbf{c} \wedge \mathbf{d}$. The bivector $\mathbf{F}=\log (s)$ in $\Lambda^{2} \mathbb{R}^{1,3}$ is determined up to a multiple of $2 \pi \gamma_{0123}\left(\mathbf{l}_{1} \wedge \mathbf{l}_{2}\right)$. The square root $\phi+\psi \gamma_{0123}=\sqrt{\mathbf{F}^{2}}$ is such that $\mathbf{F}= \pm\left(\phi+\psi \gamma_{0123}\right) \mathbf{l}_{1} \wedge \mathbf{l}_{2}$; it is determined up to a sign; choosing $\phi \geq 0$, the Lorentz transformation $L=\rho(s)$ has velocity $v=\tanh (2 \phi)$ and eigenvalues

$$
e^{ \pm 2 \phi}=\sqrt{\frac{1 \pm v}{1 \mp v}}
$$

The planes $\mathbf{a} \wedge \mathbf{b}$ and $\mathbf{c} \wedge \mathbf{d}$ 'differ' in the sense that $(\mathbf{a} \wedge \mathbf{b}) s=\mathbf{c} \wedge \mathbf{d}$ and $s(\mathbf{c} \wedge \mathbf{d})=\mathbf{a} \wedge \mathbf{b}$ by a sum of an elliptic angle $\psi$ about the plane $\mathbf{l}_{1} \wedge \mathbf{l}_{2}$ and a hyperbolic angle $\phi$ in the plane $\mathbf{l}_{1} \wedge \mathbf{l}_{2}$. Indicating the transformed light-like vectors by primes,

$$
\mathbf{a}^{\prime}=s \mathbf{a} s^{-1}, \quad \mathbf{b}^{\prime}=s \mathbf{b} s^{-1}, \quad \mathbf{c}^{\prime}=s \mathbf{c} s^{-1}, \quad \mathbf{d}^{\prime}=s \mathbf{d} s^{-1}
$$

we find that $\mathbf{c}^{\prime} \wedge \mathbf{d}^{\prime}=s(\mathbf{c} \wedge \mathbf{d}) s^{-1}=(\mathbf{a} \wedge \mathbf{b})(\mathbf{c} \wedge \mathbf{d})(\mathbf{a} \wedge \mathbf{b})^{-1}$, that is, the Lorentz transformation reflects the plane $\mathbf{c} \wedge \mathbf{d}$ across the plane $\mathbf{a} \wedge \mathbf{b}$. But, $s(\mathbf{a} \wedge \mathbf{b}) s^{-1}=\left(\mathbf{c}^{\prime} \wedge \mathbf{d}^{\prime}\right)(\mathbf{a} \wedge \mathbf{b})\left(\mathbf{c}^{\prime} \wedge \mathbf{d}^{\prime}\right)^{-1}$ and $(\mathbf{c} \wedge \mathbf{d})(\mathbf{a} \wedge \mathbf{b})(\mathbf{c} \wedge \mathbf{d})^{-1}=s^{-1}(\mathbf{a} \wedge \mathbf{b}) s$, that is, the inverse of $s(\mathbf{a} \wedge \mathbf{b}) s^{-1}$. Take a square root of the inverse of $s$,

$$
u= \pm \frac{1}{\sqrt{s}}
$$

within $\operatorname{Spin}_{+}(1,3)$, and find that

$$
u \mathbf{a} u^{-1}=\mathbf{c} \quad \text { and } \quad u \mathbf{b} u^{-1}=\mathbf{d}
$$

a kind of 'half' of the reflection above.
Jancewicz 1988. On pp. 252-256 the author shows how to decompose a nonsimple bivector $\mathbf{F}$ into simple components. He defines

$$
\alpha+\beta \gamma_{0123}=\left(\phi+\psi \gamma_{0123}\right)^{2}=\mathbf{F}^{2}
$$

and sets $\delta^{2}=\alpha^{2}+\beta^{2}$. Then he gives the simple components

$$
\mathbf{F}_{1,2}=\frac{\mathbf{F}}{2 \delta}\left(\delta \pm \alpha \mp \beta \gamma_{0123}\right)
$$

for $\mathbf{F}=\mathbf{F}_{1}+\mathbf{F}_{2}$ so that $\mathbf{F}_{1}^{2}>0$ and $\mathbf{F}_{2}^{2}<0$, that is, $\mathbf{F}_{1}$ is hyperbolic or time-like and $\mathbf{F}_{2}$ is elliptic or space-like. Observing that

$$
\left(\frac{\mathbf{F}}{\phi+\psi \gamma_{0123}}\right)^{2}=1
$$

enables us to work out the decomposition in another way:

$$
\mathbf{F}_{1}=\frac{\mathbf{F} \phi}{\phi+\psi \gamma_{0123}} \quad \text { and } \quad \mathbf{F}_{2}=\frac{\mathbf{F} \psi \gamma_{0123}}{\phi+\psi \gamma_{0123}}
$$

Hestenes \& Sobczyk 1984 p. 81 note that $\phi^{2}=\mathbf{F}_{1}^{2}, \psi^{2}=-\mathbf{F}_{2}^{2}$ and

$$
\left.\mathbf{F}_{1,2}^{2}=\frac{1}{2}[\mathbf{F}\lrcorner \mathbf{F} \pm \sqrt{(\mathbf{F}\lrcorner \mathbf{F})^{2}-(\mathbf{F} \wedge \mathbf{F})^{2}}\right]
$$

(their formula 4.16 concerns only the positive definite case).
Hestenes 1966. The author gives on pp. 52-53 a method to find out $s \in$ $\operatorname{Spin}_{+}(1,3)$ from the coordinates $L^{\mu}{ }_{\nu}$ of a special orthochronous Lorentz transformation $L(\mathbf{x})=s \mathbf{x} s^{-1}, L \in S O_{+}(1,3)$. Recall that $L\left(\gamma_{\nu}\right)=\gamma_{\mu} L_{\nu}^{\mu}$, and deduce

$$
L_{\nu}^{\mu}=\gamma^{\mu} \cdot L\left(\gamma_{\nu}\right)=\left\langle\gamma^{\mu} s \gamma_{\nu} \tilde{s}\right\rangle_{0}
$$

To compute $s$ in terms of $L^{\mu}{ }_{\nu}$ define first

$$
\begin{equation*}
\mathcal{L} \equiv L^{\mu}{ }_{\nu} \gamma_{\mu} \gamma^{\nu}=L^{\mu}{ }_{\mu}+L^{\mu}{ }_{\nu} \gamma_{\mu} \wedge \gamma^{\nu} \in \mathbb{R} \oplus \bigwedge^{2} \mathbb{R}^{1,3} \tag{1}
\end{equation*}
$$

It follows that

$$
\mathcal{L}=L\left(\gamma_{\nu}\right) \gamma^{\nu}=s \gamma_{\nu} \tilde{\nu} \gamma^{\nu}
$$

In computing $\gamma_{\nu} \tilde{s} \gamma^{\nu}$, note that in general $\mathbf{e}_{\nu} u \mathbf{e}^{\nu}=(n-2 k) \hat{u}$ for $u \in \bigwedge^{k} \mathbb{R}^{n}$, and deduce that for $s=\langle s\rangle_{0}+\langle s\rangle_{2}+\langle s\rangle_{4}$

$$
\gamma_{\nu} \tilde{s} \gamma^{\nu}=4\left[\langle s\rangle_{0}-\langle s\rangle_{4}\right] .
$$

Therefore,

$$
\mathcal{L}=4 s\left[\langle s\rangle_{0}-\langle s\rangle_{4}\right] .
$$

Since $\tilde{s} s=1, \tilde{\mathcal{L}} \mathcal{L}=16\left[\langle s\rangle_{0}-\langle s\rangle_{4}\right]^{2}$, and

$$
s= \pm \frac{\mathcal{L}}{\sqrt{\tilde{\mathcal{L}} \mathcal{L}}}
$$

Substituting (1) this gives $s$ explicitly as a function of $L^{\mu}{ }_{\nu}$. This construction is an accident in dimension $n=4$, because only then does the sum $\mathbf{e}_{\nu} u \mathbf{e}^{\nu}$ vanish for a bivector $u \in \bigwedge^{2} \mathbb{R}^{n}$.

## Historical survey

In 1881, A.A. Michelson carried out, for the first time, measurements intended to determine the motion of the Earth relative to an absolute, imaginary 'light medium'. For this purpose he measured the velocity of light in different directions. Michelson \& Morley repeated the experiment in 1887 and came to the conclusion that light travels at the same velocity independent of the motion of the source with respect to the 'light medium'.

Voigt in 1887 was the first to recognize that the wave equation

$$
\frac{\partial^{2} f}{\partial x^{2}}-\frac{1}{c^{2}} \frac{\partial^{2} f}{\partial t^{2}}=0
$$

is invariant with respect to the change of variables

$$
\begin{aligned}
& x^{\prime}=x-v t, \\
& t^{\prime}=t-\frac{v x}{c^{2}}
\end{aligned}
$$

where also time is transformed. Voigt's formulas are not identical for direct and inverse transformations; symmetry was restored later by introducing the factor $\sqrt{1-v^{2} / c^{2}}$. This factor was first encountered in another connection: FitzGerald and Lorentz 1892 gave independently an explanation of the Michelson \& Morley experiment by suggesting that moving bodies are contracted in the direction of motion by the ratio $\sqrt{1-v^{2} / c^{2}}$.

The Lorentz transformations of space-time events were introduced by Larmor in 1900, while the relativistic covariance of the Maxwell equations was demonstrated by H.A. Lorentz $1903{ }^{9}$ (and conformal covariance by Cunningham 1909/1910 and Bateman 1910).

In $1905{ }^{10}$ Einstein supplemented the principle of relativity by postulating the principle of independence of the velocity of light (of the motion of the source). These two principles led Einstein to a revision of the notion of time and enabled him to deduce the kinematical transformation laws of Lorentz; his predecessors had obtained the transformation laws by considering transformations which do not change the form of the Maxwell equations.

[^26]Later Einstein reformulated the principle of relativity so that it embraces not only mechanical but also electromagnetic phenomena:

```
the laws of physics have the same form in all reference frames
```

When this Einsteinian principle of relativity is applied to the Maxwell equations, one is compelled to conclude that the velocity of light is the same in all reference frames. In other words, the principle of constancy of the velocity of light becomes superfluous as an amendment to the principle of relativity. The principle of relativity and knowledge of the Maxwell equations are enough to deduce the transformation laws of Lorentz.

Nowadays the terms 'relativistic' and 'relativity' almost invariably refer to the Einsteinian principle.

## Questions

1. How many light-like eigenvectors does a Lorentz transformation have?
2. Are all $L \in S O_{+}(3,1)$ of the form $L=\exp (A), g A^{\top} g^{-1}=-A$ ?
3. Are all $s \in \mathbf{S p i n}_{+}(3,1)$ of the form $s=\exp (\mathbf{B} / 2), \mathbf{B} \in \bigwedge^{2} \mathbb{R}^{3,1}$ ?
4. A special orthochronous Lorentz transformation can be written as a product of a boost and a rotation, in two different orders. In the two expressions, which factor is the same: the boost or the rotation?
5. Are all the special orthochronous Lorentz transformations products of two commuting transformations, one hyperbolic and one elliptic?

## Let $\mathbf{B} \in \bigwedge^{2} \mathbb{R}^{\mathbf{3 , 1}}$.

6. Is $\mathbb{R}^{\mathbf{3}, 1} \ni \mathbf{x} \rightarrow u \mathbf{x} u^{-1}, u=1+\mathbf{B}+\frac{1}{2} \mathbf{B} \wedge \mathbf{B}$, a Lorentz transformation?
7. Do the Lorentz transformations induced by $\exp (\mathbf{B} / 2)$ and $1+\mathbf{B}+\frac{1}{2} \mathbf{B} \wedge \mathbf{B}, \mathbf{B}^{2} \neq 1$, have the same eigenvectors?
8. Does $(1+\mathbf{B})(1-\mathbf{B})^{-1}$ represent a Lorentz transformation?
9. Do the Lorentz transformations induced by $\exp (\mathbf{B} / 2)$ and $(1+\mathbf{B})(1-\mathbf{B})^{-1}, \mathbf{B}^{2} \neq 1$, have the same eigenvectors?

## Answers

1. In general two, parabolic has one, $\pm I$ have all of them.
2. Yes. 3. No. 4. Rotation. 5. No (parabolic are not).
3. Yes, if $\mathbf{B}^{2} \neq 1$.
4. Yes, because both the Lorentz transformations are functions (= power series with real coefficients) of $A, A(\mathbf{x})=\mathbf{B} L \mathbf{x}$; namely $e^{A}$ and $(I+A)(I-A)^{-1}$, respectively.
5. Yes, if $\mathbf{B}^{2} \neq 1$ (but this is no longer true in dimension 6).
6. No, because the latter Lorentz transformation is not a rational function of $A$ alone (but also of $A^{\top}$ ).

## Exercises

1. Derive the composition rule for non-parallel velocities,

$$
\vec{v}_{2}^{\prime}=\frac{1}{1+\frac{\vec{v}_{1} \cdot \vec{v}_{2}}{c^{2}}}\left[\vec{v}_{1}+\vec{v}_{2 \|}+\sqrt{1-\frac{\vec{v}_{1}^{2}}{c^{2}}} \vec{v}_{2 \perp}\right] .
$$

Hint: use the inverse Lorentz transformation

$$
\begin{aligned}
& \vec{r}_{2}^{\prime}=\frac{1}{\sqrt{1-\frac{\sigma_{1}^{2}}{c^{2}}}}\left(\vec{r}_{2 \|}+\vec{v}_{1} t_{2}\right)+\vec{r}_{2 \perp} \\
& t_{2}^{\prime}=\frac{1}{\sqrt{1-\frac{\sigma_{1}^{2}}{c^{2}}}}\left(t_{2}+\frac{\vec{v}_{1} \cdot \vec{r}_{2}}{c^{2}}\right)
\end{aligned}
$$

2. Show that $\vec{v}_{2}^{\prime}=\tanh \left(2 \log \left(b_{2}^{\prime}\right)\right)$ where $b_{2}^{\prime}=\sqrt{s_{2}^{\prime} \tilde{s}_{2}^{\prime}}, s_{2}^{\prime}=s_{1} s_{2} \in \mathbb{R} \oplus \mathbb{R}^{3}$ and $s_{1}=\exp \left(\frac{1}{2} \vec{a}_{1}\right), \vec{v}_{1}=\tanh \left(\vec{a}_{1}\right)$.
3. Show that the composite of two boosts is a hyperbolic transformation.
4. Consider a time-space event $x=c t+\vec{x}$ in $\mathbb{R} \oplus \mathbb{R}^{3}$ corresponding to $y=\vec{x}+c t \mathbf{e}_{4}$ in $\mathbb{R}^{3,1}$. Define $s=\exp (\vec{a} / 2)$ and $u=\exp \left(\vec{a} \mathbf{e}_{4} / 2\right)$ for $\vec{a} \in \mathbb{R}^{3}$. Show that the boost $\hat{s} x s^{-1}=s^{-1} x \hat{s}$ corresponds to the boost $u y u^{-1}$.
5. Show that for $u \in \operatorname{Spin}_{+}(3,1)$, when decomposed into a product of a boost and a rotation, $u=b_{1} r=r b_{2}$, the rotation-factor $r \in \operatorname{Spin}(3)$ can be obtained by normalizing $\left(u \wedge \mathbf{e}_{4}\right) \mathrm{e}_{4}^{-1}$.
6. Take a bivector $\mathbf{F}=\vec{a} \mathbf{e}_{4}+\vec{b} \mathbf{e}_{123} \in \bigwedge^{2} \mathbb{R}^{3,1}$ such that $|\vec{a}|=|\vec{b}|$. Consider the antisymmetric linear transformation $\mathbb{R}^{3,1} \rightarrow \mathbb{R}^{3,1}, \mathbf{x} \rightarrow A \mathbf{x}=\langle\mathbf{F x}\rangle_{1}$. Show that $\left(A^{3} \mathbf{x}\right) \| \mathbf{x}$.
7. Take a non-simple bivector $\mathbf{F} \in \bigwedge^{2} \mathbb{R}^{3,1}$ with simple components $\mathbf{F}=\mathbf{F}_{1}+\mathbf{F}_{2}, \mathbf{F}_{1}^{2}>0, \mathbf{F}_{2}^{2}<0$. Show that

$$
\mathbb{R}^{3,1} \rightarrow \mathbb{R}^{3,1}, \quad \mathbf{x} \rightarrow \frac{\mathbf{F x F}}{\mathbf{F}_{1}^{2}-\mathbf{F}_{2}^{2}}
$$

is a Lorentz transformation, a reflection across the plane of $\mathbf{F}_{1}$.
8. Show that $\left(\phi+\psi \gamma_{0123}\right)\left(\delta+\alpha-\beta \gamma_{0123}\right)=2 \delta \phi$.
9. Show that as topological spaces $\operatorname{Spin}_{+}(1,3) \simeq \mathbb{R}^{3} \times S^{3}$.
10. Show that as groups $\operatorname{Spin}_{+}(3,1) \simeq \operatorname{Spin}_{+}(3,1) \simeq S L(2, \mathbb{C})$ and $S O_{+}(3,1) \simeq S O(3, \mathbb{C})=\left\{R \in \operatorname{Mat}(3, \mathbb{C}) \mid R R^{\top}=I, \operatorname{det} R=1\right\}$.
11. Show that for $u \in \operatorname{Spin}_{+}(3,1)$ there is a square root in $\operatorname{Spin}_{+}(3,1)$ given
by

$$
\sqrt{u}=\frac{u+1}{\sqrt{2\left(1+\langle u\rangle_{0}+\langle u\rangle_{4}\right)}} .
$$

Hint: for $s \in \operatorname{Spin}_{+}(3,1), s^{2}+1=s^{2}+\tilde{s} s=(s+\tilde{s}) s=2\left(\langle s\rangle_{0}+\langle s\rangle_{4}\right) s$.
Therefore, $\left(\alpha+\beta \mathbf{e}_{1234}\right) \sqrt{u}=u+1$ with $\alpha, \beta \in \mathbb{R}$.
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## 10

## The Dirac Equation

The Schrödinger equation describes all atomic phenomena except those involving magnetism and relativity. The Schrödinger-Pauli equation takes care of magnetism by including the spin of the electron.

The relativistic phenomena can be taken into consideration by starting from the equation $E^{2} / c^{2}-\vec{p}^{2}=m^{2} c^{2}$. Inserting energy and momentum operators into this equation, results in the Klein-Gordon equation

$$
\hbar^{2}\left(-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}+\frac{\partial^{2}}{\partial x_{1}^{2}}+\frac{\partial^{2}}{\partial x_{2}^{2}}+\frac{\partial^{2}}{\partial x_{3}^{2}}\right) \psi=m^{2} c^{2} \psi
$$

which treats time and space on an equal footing. Dirac 1928 linearized the Klein-Gordon equation, or replaced it by a first-order equation,

$$
i \hbar\left(\gamma_{0} \frac{1}{c} \frac{\partial}{\partial t}+\gamma_{1} \frac{\partial}{\partial x_{1}}+\gamma_{2} \frac{\partial}{\partial x_{2}}+\gamma_{3} \frac{\partial}{\partial x_{3}}\right) \psi=m c \psi
$$

The above Dirac equation implies the Klein-Gordon equation provided the symbols $\gamma_{\mu}$ satisfy the relations

$$
\begin{aligned}
& \gamma_{0}^{2}=I, \quad \gamma_{1}^{2}=\gamma_{2}^{2}=\gamma_{3}^{2}=-I, \\
& \gamma_{\mu} \gamma_{\nu}=-\gamma_{\nu} \gamma_{\mu} \text { for } \mu \neq \nu
\end{aligned}
$$

Dirac found a set of $4 \times 4$-matrices satisfying these relations, namely, the following Dirac matrices:

$$
\begin{aligned}
\gamma_{0} & =\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right), \\
\gamma_{1} & =\left(\begin{array}{cccc}
0 & 0 & 0 & -1 \\
0 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right), \gamma_{2}=\left(\begin{array}{cccc}
0 & 0 & 0 & i \\
0 & 0 & -i & 0 \\
0 & -i & 0 & 0 \\
i & 0 & 0 & 0
\end{array}\right), \gamma_{3}=\left(\begin{array}{cccc}
0 & 0 & -1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{array}\right) .
\end{aligned}
$$

In terms of the Pauli spin-matrices $\sigma_{k}$ the Dirac gamma-matrices $\gamma_{\mu}$ can be
expressed as ${ }^{1}$

$$
\gamma_{0}=\gamma^{0}=\left(\begin{array}{cc}
I & 0 \\
0 & -I
\end{array}\right), \quad \gamma_{k}=-\gamma^{k}=\left(\begin{array}{cc}
0 & -\sigma_{k} \\
\sigma_{k} & 0
\end{array}\right) .
$$

Writing $x_{0}=c t$, the Dirac equation can be condensed into the form

$$
i \hbar \gamma^{\mu} \partial_{\mu} \psi=m c \psi
$$

where $\partial_{\mu}=\frac{\partial}{\partial x^{\mu}} .{ }^{2}$ An interaction with the electromagnetic field $F^{\mu \nu}$ is included via the space-time potential $\left(A^{0}, A^{1}, A^{2}, A^{3}\right)=\left(\frac{1}{c} V, A_{x}, A_{y}, A_{z}\right)$ of $F^{\mu \nu}$ by employing the replacement $i \hbar \partial^{\mu} \rightarrow i \hbar \partial^{\mu}-e A^{\mu}$. This leads to the conventional Dirac equation

$$
\gamma_{\mu}\left(i \hbar \partial^{\mu}-e A^{\mu}\right) \psi=m c \psi
$$

where the wave function is a column spinor, that is,

$$
\psi(x)=\left(\begin{array}{l}
\psi_{1} \\
\psi_{2} \\
\psi_{3} \\
\psi_{4}
\end{array}\right) \in \mathbb{C}^{4} \quad \text { with } \quad \psi_{\alpha} \in \mathbb{C} .
$$

The Dirac equation takes into account the relativistic phenomena and also spin; it describes spin- $\frac{1}{2}$ particles, like the electron.

### 10.1 Bilinear covariants

The Dirac adjoint ${ }^{3}$ of a column spinor $\psi \in \mathbb{C}^{4}$ is a row matrix

$$
\psi^{\dagger} \gamma_{0}=\left(\begin{array}{llll}
\psi_{1}^{*} & \psi_{2}^{*} & -\psi_{3}^{*} & -\psi_{4}^{*}
\end{array}\right)
$$

A column spinor $\psi(\mathbf{x})$ and its Dirac adjoint $\psi^{\dagger}(\mathbf{x}) \gamma_{0}$ can be used to define four real valued functions

$$
J^{\mu}(\mathbf{x})=\psi^{\dagger}(\mathbf{x}) \gamma_{0} \gamma^{\mu} \psi(\mathbf{x})
$$

which are components of a space-time vector, the Dirac current,

$$
\mathbf{J}(\mathbf{x})=\gamma_{\mu} J^{\mu}(\mathbf{x})
$$

Under a Lorentz transformation

$$
\mathbf{x}^{\prime}=s \mathbf{x} s^{-1}, \quad s \in \mathbf{S p i n}_{+}(1,3)
$$

1 The above matrix representation is called the Pauli-Dirac representation (although it should be called the Pauli-Dirac basis).
2 Note that $\gamma^{\mu} \partial_{\mu}=\gamma_{\mu} \partial^{\mu}$ where $\partial^{\mu}=\frac{\partial}{\partial x_{\mu}}$.
3 The Dirac adjoint of $\psi$ is often denoted by $\bar{\psi}$, but we have reserved this bar-notation for the Clifford-conjugation.
the Dirac spinor transforms according to

$$
\psi^{\prime}=s^{-1} \psi \quad \text { or } \quad \psi^{\prime}\left(\mathbf{x}^{\prime}\right)=s^{-1} \psi\left(s \mathbf{x} s^{-1}\right)
$$

and the Dirac current according to

$$
\mathbf{J}^{\prime}=s^{-1} \mathbf{J} s \quad \text { or } \quad \mathbf{J}^{\prime}\left(\mathbf{x}^{\prime}\right)=s^{-1} \mathbf{J}\left(s \mathbf{x} s^{-1}\right) s
$$

Thus, the Dirac current is covariant under the Lorentz transformations. The components $J^{\mu}=\psi^{\dagger} \gamma_{0} \gamma^{\mu} \psi$ are called bilinear ${ }^{4}$ covariants.

The physical state of the electron is determined by the following 16 bilinear covariants:

$$
\begin{array}{ll}
\Omega_{1}=\psi^{\dagger} \gamma_{0} \psi=\psi_{1}^{*} \psi_{1}+\psi_{2}^{*} \psi_{2}-\psi_{3}^{*} \psi_{3}-\psi_{4}^{*} \psi_{4}, \\
J^{\mu}=\psi^{\dagger} \gamma_{0} \gamma^{\mu} \psi, & \gamma^{\mu \nu}=\gamma^{\mu} \gamma^{\nu} \neq i \gamma^{\mu} \gamma^{\nu}, \\
S^{\mu \nu}=\psi^{\dagger} \gamma_{0} i \gamma^{\mu \nu} \psi, & \\
K^{\mu}=\psi^{\dagger} \gamma_{0} i \gamma^{0123} \gamma_{\mu} \psi, & \gamma^{0123}=\gamma^{0} \gamma^{1} \gamma^{2} \gamma^{3} .
\end{array}
$$

Their integrals over space give expectation values of the physical observables.
The quantity $J^{0}=\psi^{\dagger} \psi, J^{0} \geq 0$, integrated over a space-like domain gives the probability of finding the electron in that domain. ${ }^{5}$ The quantities $J^{k}=$ $\psi^{\dagger} \gamma_{0} \gamma^{k} \psi(k=1,2,3)$ give the current of probability $\vec{J}=\gamma_{k} J^{k}$; they satisfy the continuity equation

$$
\frac{1}{c} \frac{\partial J^{0}}{\partial t}+\frac{\partial J^{k}}{\partial x^{k}}=0
$$

The Dirac current $\mathbf{J}$ is a future-oriented vector, $\mathbf{J}^{2} \geq 0 .{ }^{6}$ The time-component $u_{0}=\gamma_{0} \cdot \mathbf{u}$ of the unit vector $\mathbf{u}=\mathbf{J} / \sqrt{\mathbf{J}^{2}}, \mathbf{J}^{2} \neq 0$, gives the probable velocity of the electron,

$$
u_{0}=\frac{1}{\sqrt{1-\frac{v^{2}}{c^{2}}}}
$$

The bivector $\mathbf{S}=\frac{1}{2} S^{\mu \nu} \gamma_{\mu \nu}{ }^{7}$ is usually interpreted as the electromagnetic moment density, while it gives the probability density of the electromagnetic moment of the electron.

4 The quantities $\psi^{\dagger} \gamma_{0} \gamma^{\mu} \psi$ are actually quadratic in $\psi$. Also their polarized forms $\psi^{\dagger} \gamma_{0} \gamma^{\mu} \varphi$ are not bilinear but rather sesquilinear, while anti-linear in $\psi$.
5 Or rather the probability multiplied by the (negative of the) charge of the electron. In the case of a large number of particles $J^{0}$ can be interpreted as the charge density.
6 Recall that $\mathbf{J}^{2}=\left(J^{0}\right)^{2}-\left(J^{1}\right)^{2}-\left(J^{2}\right)^{2}-\left(J^{3}\right)^{2}$.
7 This is a shorthand notation for $\mathbf{S}=\frac{1}{2} \sum_{\mu, \nu} S^{\mu \nu} \gamma_{\mu \nu}=\sum_{\mu<\nu} S^{\mu \nu} \gamma_{\mu \nu}$.

The vector $\mathbf{K}=K^{\mu} \gamma_{\mu}$ is space-like, and such that $\mathbf{K}^{2}=-\mathbf{J}^{2}$. It is orthogonal to $\mathbf{J}, \mathbf{K} \cdot \mathbf{J}=0$, and gives the direction of the spin of the electron, the spin vector $\frac{1}{2} \hbar \mathbf{K} / \sqrt{-\mathbf{K}^{2}}, \mathbf{K}^{2} \neq 0$. Note that $K^{\mu}=\psi^{\dagger} \gamma_{0} \boldsymbol{\gamma}^{\mu} i \gamma_{0123} \psi$.

The first and last of the bilinear covariants were combined into a single quantity by de Broglie:

$$
\Omega=\Omega_{1}+\Omega_{2} \gamma_{0123}
$$

Note that $\Omega_{2}=-\psi^{\dagger} \gamma_{0} \gamma_{0123} \psi$.

## Spinors in Ideals

Here we shall take a new view on spinors and regard them as elements of minimal left ideals, ${ }^{8}$ first in matrix algebras, then in complexified Clifford algebras, and finally in real Clifford algebras.

### 10.2 Square matrix spinors

Usually the wave function is a column spinor $\psi \in \mathbb{C}^{4}$, but we shall also regard it as a $4 \times 4$-matrix with only the first column being non-zero; that is, $\psi \in$ $\operatorname{Mat}(4, \mathbb{C}) f$ where $f$ is the primitive idempotent ${ }^{9}$

$$
f=\frac{1}{2}\left(1+\gamma_{0}\right) \frac{1}{2}\left(1+i \gamma_{1} \gamma_{2}\right)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

More explicitly, a Dirac spinor might appear as a column spinor or as a square matrix spinor: ${ }^{10}$

$$
\psi=\left(\begin{array}{l}
\psi_{1} \\
\psi_{2} \\
\psi_{3} \\
\psi_{4}
\end{array}\right) \in \mathbb{C}^{4} \quad \text { or } \quad \psi=\left(\begin{array}{llll}
\psi_{1} & 0 & 0 & 0 \\
\psi_{2} & 0 & 0 & 0 \\
\psi_{3} & 0 & 0 & 0 \\
\psi_{4} & 0 & 0 & 0
\end{array}\right) \in \operatorname{Mat}(4, \mathbb{C}) f
$$

[^27]where $\psi_{\alpha} \in \mathbb{C}$. In the latter case $\psi=\psi_{1} f_{1}+\psi_{2} f_{2}+\psi_{3} f_{3}+\psi_{4} f_{4}$ expressed in a basis of the complex linear spinor space $S=\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f$,
\[

$$
\begin{array}{ll}
f_{1}=\frac{1}{4}\left(1+\gamma_{0}+i \gamma_{12}+i \gamma_{012}\right) & =f, \\
f_{2}=\frac{1}{4}\left(-\gamma_{13}+i \gamma_{23}-\gamma_{013}+i \gamma_{023}\right) & =-\gamma_{13} f, \\
f_{3}=\frac{1}{4}\left(\gamma_{3}-\gamma_{03}+i \gamma_{123}-i \gamma_{0123}\right) & =-\gamma_{03} f, \\
f_{4}=\frac{1}{4}\left(\gamma_{1}-i \gamma_{2}-\gamma_{01}+i \gamma_{02}\right) & =-\gamma_{01} f .
\end{array}
$$
\]

We write $\gamma_{12}=\gamma_{1} \gamma_{2}\left[\neq i \gamma_{1} \gamma_{2}\right]$ and $\gamma_{0123}=\gamma_{0} \gamma_{1} \gamma_{2} \gamma_{3}$.

### 10.3 Real structures and involutions

Although we have an isomorphism of real algebras $\mathbb{C} \otimes \operatorname{Mat}(4, \mathbb{R}) \simeq \mathbb{C} \otimes \mathcal{C} \ell_{1,3}$, the complex conjugations are not the same in $\mathbb{C} \otimes \mathcal{C} \ell_{1,3}$ and $\mathbb{C} \otimes \operatorname{Mat}(4, \mathbb{R}) \simeq$ $\operatorname{Mat}(4, \mathbb{C})$. In the matrix algebra $\operatorname{Mat}(4, \mathbb{C})$ we take complex conjugates of the matrix entries $u^{*}=\left(u_{j k}\right)^{*}=\left(u_{j k}^{*}\right)$, whereas in the complexified Clifford algebra $\mathbb{C} \otimes \mathcal{C} \ell_{1,3}$ complex conjugation has no effect on the real part $\mathcal{C} \ell_{1,3}$, and we have $u^{*}=(a+i b)^{*}=a-i b$ for $a, b \in \mathcal{C} \ell_{1,3}$. Thus there are two different complex conjugations (real parts) in the algebra $\mathbb{C} \otimes \mathcal{C} \ell_{1,3} \simeq \operatorname{Mat}(4, \mathbb{C})$. This is referred to by saying that there are two different real structures ${ }^{11}$ in the same complex algebra.

To make this point more explicit, the following table lists some correspondences of involutions.

|  | $\mathbb{C} \otimes \mathcal{C} \ell_{1,3}$ | $\operatorname{Mat}(4, \mathbb{C})$ |  |
| ---: | :---: | :---: | :--- |
| complex conjugate | $u^{*}$ | $\gamma_{013} u^{*} \gamma_{013}^{-1}$ |  |
|  | $\gamma_{013} u^{*} \gamma_{013}^{-1}$ | $u^{*}$ | complex conjugate |
| grade involute | $\hat{u}$ | $\gamma_{0123} u \gamma_{0123}^{-1}$ |  |
| reverse | $\tilde{u}$ | $\gamma_{13} u^{\top} \gamma_{13}^{-1}$ |  |
| Clifford-conjugate | $\bar{u}$ | $\gamma_{02} u^{\top} \gamma_{02}^{-1}$ |  |
|  | $\gamma_{13} \tilde{u} \gamma_{13}^{-1}$ | $u^{\top}$ | transpose |
|  | $\gamma_{0} \tilde{u}^{*} \gamma_{0}^{-1}$ | $u^{\dagger}=u^{* \top}$ | Hermitian conjugate |
|  | $\tilde{u}^{*}$ | $\gamma_{0} u^{\dagger} \gamma_{0}^{-1}$ | Dirac adjoint |

An element $u=\langle u\rangle_{0}+\langle u\rangle_{1}+\langle u\rangle_{2}+\langle u\rangle_{3}+\langle u\rangle_{4} \in \mathcal{C} \ell_{1,3}$, decomposed in
11 Not to be confused with the complex structure of an even-dimensional real linear space, a real linear transformation $J$ such that $J^{2}=-I$.
dimension degrees $\langle u\rangle_{k} \in \bigwedge^{k} \mathbb{R}^{1,3}$, has three important involutions:

$$
\begin{array}{ll}
\hat{u}=\langle u\rangle_{0}-\langle u\rangle_{1}+\langle u\rangle_{2}-\langle u\rangle_{3}+\langle u\rangle_{4}, & \text { grade involution, } \\
\tilde{u}=\langle u\rangle_{0}+\langle u\rangle_{1}-\langle u\rangle_{2}-\langle u\rangle_{3}+\langle u\rangle_{4}, & \text { reversion, } \\
\bar{u}=\langle u\rangle_{0}-\langle u\rangle_{1}-\langle u\rangle_{2}+\langle u\rangle_{3}+\langle u\rangle_{4}, & \text { Clifford-conjugation. }
\end{array}
$$

The reversion and Clifford-conjugation are anti-automorphisms satisfying $\widetilde{u v}=$ $\tilde{v} \tilde{u}, \overline{u v}=\bar{v} \bar{u}$, whereas the grade involution is an automorphism $\widehat{u v}=\hat{u} \hat{v}$. These three involutions are extended to $\mathbb{C} \otimes \mathcal{C} \ell_{1,3}$ as complex linear functions, that is, for $\lambda \in \mathbb{C}$ and $u \in \mathcal{C} \ell_{1,3}$ we have $(\lambda u)^{\wedge}=\lambda \hat{u},(\lambda u)^{\sim}=\lambda \tilde{u},(\lambda u)^{-}=\lambda \bar{u}$, whereas the complex conjugation is by definition anti-linear: $(\lambda u)^{*}=\lambda^{*} u$. Complex conjugation is of course an automorphism, $(u v)^{*}=u^{*} v^{*}$ for $u, v \in$ $\mathbb{C} \otimes \mathcal{C} \ell_{1,3}$.

### 10.4 Comparison of real parts/structures

Note that the real part and the complex conjugate of a Dirac spinor depend on the decomposition (in the real structure) singling out the real part. For $\psi \in \operatorname{Mat}(4, \mathbb{C}) f:$

$$
\operatorname{Re}(\psi)=\left(\begin{array}{cccc}
\operatorname{Re}\left(\psi_{1}\right) & 0 & 0 & 0 \\
\operatorname{Re}\left(\psi_{2}\right) & 0 & 0 & 0 \\
\operatorname{Re}\left(\psi_{3}\right) & 0 & 0 & 0 \\
\operatorname{Re}\left(\psi_{4}\right) & 0 & 0 & 0
\end{array}\right), \quad \psi^{*}=\left(\begin{array}{cccc}
\psi_{1}^{*} & 0 & 0 & 0 \\
\psi_{2}^{*} & 0 & 0 & 0 \\
\psi_{3}^{*} & 0 & 0 & 0 \\
\psi_{4}^{*} & 0 & 0 & 0
\end{array}\right)
$$

For $\psi \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f$ [viewed as a matrix]:

$$
\operatorname{Re}(\psi)=\frac{1}{2}\left(\begin{array}{cccc}
\psi_{1} & -\psi_{2}^{*} & 0 & 0 \\
\psi_{2} & \psi_{1}^{*} & 0 & 0 \\
\psi_{3} & \psi_{4}^{*} & 0 & 0 \\
\psi_{4} & -\psi_{3}^{*} & 0 & 0
\end{array}\right), \quad \psi^{*}=\left(\begin{array}{cccc}
0 & -\psi_{2}^{*} & 0 & 0 \\
0 & \psi_{1}^{*} & 0 & 0 \\
0 & \psi_{4}^{*} & 0 & 0 \\
0 & -\psi_{3}^{*} & 0 & 0
\end{array}\right)
$$

The Dirac spinor $\psi$ might appear as a column spinor $\psi \in \mathbb{C}^{4}$ or else as a square matrix spinor $\psi \in \operatorname{Mat}(4, \mathbb{C}) f$ or as a Clifford algebraic spinor $\psi \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f$ where the last two differ in their real structures.

Important Note. To indicate in what real structure the real part and the complex conjugate are taken we write

$$
\begin{array}{lll}
\operatorname{Re}(\psi) \text { in } \operatorname{Mat}(4, \mathbb{C}) f & \text { and } & \psi^{*} \text { in } \operatorname{Mat}(4, \mathbb{C}) f \\
\operatorname{Re}(\psi) \text { in } \mathbb{C} \otimes \mathcal{C} \ell_{1,3} & \text { and } & \psi^{*} \text { in } \mathbb{C} \otimes \mathcal{C} \ell_{1,3}
\end{array}
$$

Other contextual indicators are the Hermitian conjugation [either $\psi^{\dagger} \gamma_{0}$ is a row spinor or else it is in $\operatorname{Mat}(4, \mathbb{C})$ ] and for instance the reversion [the composite
of the reversion and the complex conjugation $\tilde{\psi}^{*}$ in $\mathbb{C} \cdot \otimes \mathcal{C} \ell_{1,3}$ corresponds to $\psi^{\dagger} \gamma_{0}$ in $\left.\operatorname{Mat}(4, \mathbb{C})\right]$.

The reader should also observe that the real part $\operatorname{Re}(\psi)$ in $\mathbb{C} \otimes \mathcal{C} \ell_{1,3}$ carries the same information as the original Dirac spinor $\psi \in \mathbb{C}^{4}$ [in contrast to $\operatorname{Re}(\psi)$ in $\operatorname{Mat}(4, \mathbb{C}) f]$.

Exercises 1,2,3,4,5

### 10.5 Bilinear covariants via algebraic spinors

For a column spinor $\psi \in \mathbb{C}^{4}$ the Dirac adjoint is a row matrix

$$
\psi^{\dagger} \gamma_{0}=\left(\begin{array}{llll}
\psi_{1}^{*} & \psi_{2}^{*} & -\psi_{3}^{*} & -\psi_{4}^{*}
\end{array}\right)
$$

but for a square matrix spinor $\psi \in \operatorname{Mat}(4, \mathbb{C}) f$ the Dirac adjoint is a square matrix

$$
\psi^{\dagger} \gamma_{0}=\gamma_{0} \psi^{\dagger} \gamma_{0}^{-1}=\left(\begin{array}{cccc}
\psi_{1}^{*} & \psi_{2}^{*} & -\psi_{3}^{*} & -\psi_{4}^{*} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

with only the first row being non-zero.
The components of the Dirac current can be computed as follows for column spinors, square matrix spinors and Clifford algebraic spinors

$$
\begin{aligned}
J_{\mu} & =\psi^{\dagger} \gamma_{0} \gamma_{\mu} \psi & & \psi \in \mathbb{C}^{4} \\
& =\operatorname{trace}\left(\psi^{\dagger} \gamma_{0} \gamma_{\mu} \psi\right) & & \psi \in \operatorname{Mat}(4, \mathbb{C}) f \\
& =\operatorname{trace}\left(\gamma_{\mu} \psi \psi^{\dagger} \gamma_{0}\right)=4\left\langle\gamma_{\mu} \psi \psi^{\dagger} \gamma_{0}\right\rangle_{0} & & \\
& =4\left\langle\gamma_{\mu} \psi \tilde{\psi}^{*}\right\rangle_{0} & & \psi \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f
\end{aligned}
$$

where the factor 4 appeared because

$$
f=\frac{1}{4}\left(1+\gamma_{0}+i \gamma_{12}+i \gamma_{012}\right)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

has scalar part $\frac{1}{4}$, that is, $\langle f\rangle_{0}=\frac{1}{4}$, while $\operatorname{trace}(f)=1$. The current vector is the resultant

$$
\begin{array}{rlr}
\mathbf{J}=\gamma^{\mu} J_{\mu} & =\gamma^{\mu} 4\left\langle\gamma_{\mu} \psi \psi^{\dagger} \gamma_{0}\right\rangle_{0} & \psi \in \operatorname{Mat}(4, \mathbb{C}) f \\
& \left.=\gamma^{\mu}\left\langle\gamma_{\mu}\right\lrcorner\left(4 \psi \psi^{\dagger} \gamma_{0}\right)\right\rangle_{0}=\gamma^{\mu}<\gamma_{\mu}, 4 \psi \psi^{\dagger} \gamma_{0}> \\
& =\left\langle 4 \psi \psi^{\dagger} \gamma_{0}\right\rangle_{1} & J_{\mu}=\gamma_{\mu} \cdot \mathbf{J} \\
& =\left\langle 4 \psi \tilde{\psi}^{*}\right\rangle_{1} & \psi \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f .
\end{array}
$$

Similarly $\psi \in \mathbb{C}^{4}$ carries a real bivector $\mathbf{S}$ with components

$$
S_{\mu \nu}=\psi^{\dagger} \gamma_{0} i \gamma_{\mu \nu} \psi \quad\left(\gamma_{\mu \nu}=\gamma_{\mu} \gamma_{\nu} \neq i \gamma_{\mu} \gamma_{\nu}\right)
$$

for which $\left.S_{\mu \nu}=-\gamma_{\mu \nu}\right\lrcorner \mathbf{S}$ and $\mathbf{S}=\frac{1}{2} S_{\mu \nu} \gamma^{\mu \nu}$. In various formalisms

$$
\begin{aligned}
S_{\mu \nu} & =\psi^{\dagger} \gamma_{0} i \gamma_{\mu \nu} \psi & & \psi \in \mathbb{C}^{4} \\
& =\operatorname{trace}\left(\psi^{\dagger} \gamma_{0} i \gamma_{\mu \nu} \psi\right) & & \psi \in \operatorname{Mat}(4, \mathbb{C}) f \\
& =\operatorname{trace}\left(i \gamma_{\mu \nu} \psi \psi^{\dagger} \gamma_{0}\right)=4\left\langle i \gamma_{\mu \nu} \psi \psi^{\dagger} \gamma_{0}\right\rangle_{0} & & \\
& =4\left\langle i \gamma_{\mu \nu} \psi \tilde{\psi}^{*}\right\rangle_{0} & & \psi \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f \\
\mathbf{S}=\frac{1}{2} \gamma^{\mu \nu} S_{\mu \nu} & =\frac{1}{2} \gamma^{\mu \nu} 4\left\langle i \gamma_{\mu \nu} \psi \psi^{\dagger} \gamma_{0}\right\rangle_{0} & & \psi \in \operatorname{Mat}(4, \mathbb{C}) f \\
& \left.=\frac{1}{2} \gamma^{\mu \nu}\left\langle i \gamma_{\mu \nu}\right\lrcorner\left(4 \psi \psi^{\dagger} \gamma_{0}\right)\right\rangle_{0} & & \left.S_{\mu \nu}=-\gamma_{\mu \nu}\right\lrcorner \mathbf{S} \\
& =\frac{1}{2} \gamma^{\mu \nu}\left\langle-i \gamma_{\mu \nu}, 4 \psi \psi^{\dagger} \gamma_{0}\right\rangle & & \langle u, v\rangle=\langle\tilde{u}\lrcorner v\rangle_{0} \\
& =\left\langle-i 4 \psi \psi^{\dagger} \gamma_{0}\right\rangle_{2}=-i\left\langle 4 \psi \psi^{\dagger} \gamma_{0}\right\rangle_{2} & & \\
& =-i\left\langle 4 \psi \tilde{\psi}^{*}\right\rangle_{2} & & \psi \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f .
\end{aligned}
$$

The Dirac adjoint $\psi^{\dagger} \gamma_{0}$ of a column spinor $\psi \in \mathbb{C}^{4}$ corresponds to $\tilde{\psi}^{*}$ of an algebraic spinor $\psi \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f$. The current vector $\mathbf{J}$ and the bivector $\mathbf{S}$ are examples of bilinear covariants listed below for a column spinor $\psi \in \mathbb{C}^{4}$ and for an algebraic spinor $\psi \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f$.

$$
\begin{array}{ll}
\Omega_{1}=\psi^{\dagger} \gamma_{0} \psi=4\left\langle\tilde{\psi}^{*} \psi\right\rangle_{0}=4\left\langle\psi \tilde{\psi}^{*}\right\rangle_{0} & \\
J_{\mu}=\psi^{\dagger} \gamma_{0} \gamma_{\mu} \psi=4\left\langle\tilde{\psi}^{*} \gamma_{\mu} \psi\right\rangle_{0} & \gamma_{\mu \nu}=\gamma_{\mu} \gamma_{\nu} \neq i \gamma_{\mu} \gamma_{\nu} \\
S_{\mu \nu}=\psi^{\dagger} \gamma_{0} i \gamma_{\mu \nu} \psi=4\left\langle\tilde{\psi}^{*} i \gamma_{\mu \nu} \psi\right\rangle_{0} & \mathbf{K}=K_{\mu} \gamma^{\mu} \\
K_{\mu}=\psi^{\dagger} \gamma_{0} i \gamma_{0123} \gamma_{\mu} \psi=4\left\langle\tilde{\psi}^{*} i \gamma_{0123} \gamma_{\mu} \psi\right\rangle_{0} & \gamma_{0123}=\gamma_{0} \gamma_{1} \gamma_{2} \gamma_{3} \\
\Omega_{2}=-\psi^{\dagger} \gamma_{0} \gamma_{0123} \psi=-4\left\langle\tilde{\psi}^{*} \gamma_{0123} \psi\right\rangle_{0} &
\end{array}
$$

Later we shall need the following aggregate of bilinear covariants $Z=\Omega_{1}+\mathbf{J}+$ $i \mathbf{S}+i \mathbf{K} \gamma_{0123}+\Omega_{2} \gamma_{0123}$.

## Spinors as Operators

Here we shall view spinors as new kinds of objects: rather than being something which are operated upon they are regarded as active operators. The big advantage is that the physical observables, which were earlier calculated component-wise, can now be obtained at one stroke.

### 10.6 Spinor operators $\Psi \in \mathcal{C} \ell_{1,3}^{+}$

We will associate to a Clifford algebraic spinor $\psi \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f$ [viewed here as a matrix] the mother spinor [this will be the mother of all real spinors]

$$
\Phi=4 \operatorname{Re}(\psi)=2\left(\begin{array}{cccc}
\psi_{1} & -\psi_{2}^{*} & 0 & 0 \\
\psi_{2} & \psi_{1}^{*} & 0 & 0 \\
\psi_{3} & \psi_{4}^{*} & 0 & 0 \\
\psi_{4} & -\psi_{3}^{*} & 0 & 0
\end{array}\right)
$$

and the spinor operator

$$
\Psi=\operatorname{even}(\Phi)=\left(\begin{array}{cccc}
\psi_{1} & -\psi_{2}^{*} & \psi_{3} & \psi_{4}^{*} \\
\psi_{2} & \psi_{1}^{*} & \psi_{4} & -\psi_{3}^{*} \\
\psi_{3} & \psi_{4}^{*} & \psi_{1} & -\psi_{2}^{*} \\
\psi_{4} & -\psi_{3}^{*} & \psi_{2} & \psi_{1}^{*}
\end{array}\right)
$$

From the mother spinor $\Phi \in \mathcal{C} \ell_{1,3} \frac{1}{2}\left(1+\gamma_{0}\right)$ we may reobtain the original Dirac spinor

$$
\psi=\Phi \frac{1}{4}\left(1+i \gamma_{12}\right) \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f
$$

[that is, the square matrix spinor, not the column spinor], and from the spinor operator $\Psi$ we may reobtain the mother spinor $\Phi=\Psi\left(1+\gamma_{0}\right)$ and the original Dirac spinor

$$
\psi=\Psi \frac{1}{2}\left(1+\gamma_{0}\right) \frac{1}{2}\left(1+i \gamma_{12}\right) \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f .
$$

Note that the spinor operator is invertible if

$$
\left|\psi_{1}\right|^{2}+\left|\psi_{2}\right|^{2}-\left|\psi_{3}\right|^{2}-\left|\psi_{4}\right|^{2} \neq 0 \quad \text { and } \quad 2 \operatorname{Im}\left(\psi_{1}^{*} \psi_{3}+\psi_{2}^{*} \psi_{4}\right) \neq 0
$$

or equivalently $\Psi \tilde{\Psi} \neq 0$, the inverse being

$$
\Psi^{-1}=\frac{\tilde{\Psi}}{\Psi \tilde{\Psi}}
$$

Multiplication by $i=\sqrt{-1}$ corresponds to right multiplication by the bivector

$$
\gamma_{2} \gamma_{1}=\left(\begin{array}{cccc}
i & 0 & 0 & 0 \\
0 & -i & 0 & 0 \\
0 & 0 & i & 0 \\
0 & 0 & 0 & -i
\end{array}\right)
$$

that is, $i \psi=\psi \gamma_{2} \gamma_{1}$ for $\psi \in \mathbb{C}^{4}$. In other words, the real part of $i \psi, \psi \in$ $\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f$, is the mother spinor $\Phi \gamma_{2} \gamma_{1}$ whose even part is the spinor operator $\Psi \gamma_{2} \gamma_{1}, 4 \operatorname{Re}(\operatorname{even}(i \psi))=\Psi \gamma_{2} \gamma_{1}$.

Decompose the mother spinor $\Phi \in \mathcal{C} \ell_{1,3} \frac{1}{2}\left(1+\gamma_{0}\right)$ into even and odd parts
$\Phi=\Phi_{0}+\Phi_{1}=\left(\Phi_{0}+\Phi_{1}\right) \frac{1}{2}\left(1+\gamma_{0}\right)=\frac{1}{2}\left(\Phi_{0}+\Phi_{1} \gamma_{0}\right)+\frac{1}{2}\left(\Phi_{1}+\Phi_{0} \gamma_{0}\right)$. It follows that $\Phi_{0}=\Phi_{1} \gamma_{0}$ and $\Phi_{1}=\Phi_{0} \gamma_{0}$. Taking the real part [in $\mathbb{C} \otimes \mathcal{C} \ell_{1,3}$ ] of the Dirac equation $(i \partial-e \mathbf{A}) \psi=m \psi$ results in

$$
\partial \Phi \gamma_{2} \gamma_{1}-e \mathbf{A} \Phi=m \Phi
$$

which decomposes into even and odd parts $\left[\Phi_{0}=\operatorname{even}(\Phi), \Phi_{1}=\operatorname{odd}(\Phi)\right]$

$$
\begin{array}{ll}
\partial \Phi_{0} \gamma_{21}-e \mathbf{A} \Phi_{0}=m \Phi_{1} & {\left[\Phi_{1}=\Phi_{0} \gamma_{0}\right]} \\
\partial \Phi_{1} \gamma_{21}-e \mathbf{A} \Phi_{1}=m \Phi_{0} & {\left[\Phi_{0}=\Phi_{1} \gamma_{0}\right] .}
\end{array}
$$

Therefore, the even part of the mother spinor, the spinor operator, satisfies the equation ${ }^{12}$

$$
\partial \Psi \gamma_{21}-e \mathbf{A} \Psi=m \Psi \gamma_{0}
$$

where $\Psi: \mathbb{R}^{1,3} \rightarrow \mathcal{C} \ell_{1,3}^{+}$. In this Dirac-Hestenes equation the role of the Dirac column spinors is taken over by real even multivectors, which are not in any proper left ideal of the Clifford algebra $\mathcal{C} \ell_{1,3}$.
Comments. 1. Under a Lorentz transformation $\mathbf{x} \rightarrow s \mathbf{x}^{-1}, s \in \operatorname{Pin}(1,3)$, $\mathbf{x} \in \mathbb{R}^{1,3}$, a Dirac spinor $\psi \in \operatorname{Mat}(4, \mathbb{C}) f \simeq\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f$ transforms according to $\psi \rightarrow s \psi$, and a spinor operator $\Psi \in \mathcal{C} \ell_{1,3}^{+}$transforms like this:

$$
\begin{array}{lll}
\Psi \rightarrow s \Psi & \text { when } & s \in \operatorname{Spin}(1,3) \\
\Psi \rightarrow s \Psi \gamma_{0} & \text { when } & s \in \operatorname{Pin}(1,3) \backslash \mathbf{S p i n}(1,3) .
\end{array}
$$

This can be seen by the definition $\Psi=4 \operatorname{Re}(\operatorname{even}(\psi))$ and using $\psi=\psi f$, $f=\frac{1}{2}\left(1+\gamma_{0}\right) \frac{1}{2}\left(1+i \gamma_{12}\right)$.

Note that the so-called Wigner time-reversal is not represented by any $s \in$ $\operatorname{Pin}(1,3) \backslash \mathbf{S p i n}(1,3)$.
2. The Dirac-Hestenes equation has been criticized on the basis that it is not Lorentz covariant because of an explicit appearance of the two basis elements $\gamma_{0}$ and $\gamma_{12}$. This criticism does not hold. The Dirac-Hestenes equation is Lorentz covariant in two different ways: first, we can regard $\gamma_{0}$ and $\gamma_{12}$ as constants and transform $\Psi$ to $s \Psi$; secondly, we can transform $\gamma_{0}, \gamma_{12}$ to $s \gamma_{0} s^{-1}, s \gamma_{12} s^{-1}$ and $\Psi$ to $s \Psi s^{-1}, s \in \mathbf{S p i n}_{+}(1,3)$.
3. In curved space-times spinor fields/bundles [functions with values in a minimal left ideal of a Clifford algebra] exist globally only under certain topological conditions: the space-time must be a spin manifold [have a spinor structure]. It has been argued that since even multivector functions exist on all oriented manifolds, the theory of spin manifolds is superfluous. This argument is misplaced since $\gamma_{0}$ and $\gamma_{12}$ do not exist globally.
12 Note that $4 \operatorname{Re}(\operatorname{even}(\mathbf{x} \psi))=\mathbf{x} \Psi \gamma_{0}$ for $\mathbf{x} \in \mathbb{R}^{1,3}$.

However, the physical justification of the theory of spin manifolds could be questioned on the following basis: why should we need to know the global properties of the universe if we want to explore the local properties of a single electron?
4. The explicit occurrence of $\gamma_{0}$ and $\gamma_{12}$ is due to our injection $\mathbb{C}^{4} \rightarrow S=$ $\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f$. In curved manifolds it is more appropriate to use abstract representation modules as spinor spaces and not minimal left ideals [nor the even subalgebras] of Clifford algebras. The injection ties these spaces together in a manner that singles out special directions in $\mathbb{R}^{1,3}$.

### 10.7 Bilinear covariants via spinor operators

Write as before $\Psi=4 \operatorname{Re}(\operatorname{even}(\psi))$ [real part taken in $\mathbb{C} \otimes \mathcal{C} \ell_{1,3}$ ]. Because of the identities ${ }^{13}$

$$
\begin{array}{ll}
\Psi \tilde{\Psi}=\Omega_{1}+\Omega_{2} \gamma_{0123}, & \\
\Psi \gamma_{0} \tilde{\Psi}=\mathbf{J}, & \\
\Psi \gamma_{12} \tilde{\Psi}=\mathbf{S}, & \Psi \gamma_{03} \tilde{\Psi}=-\mathbf{S} \gamma_{0123}, \\
\Psi \gamma_{3} \tilde{\Psi}=\mathbf{K}, & \Psi \gamma_{012} \tilde{\Psi}=\mathbf{K} \gamma_{0123},
\end{array}
$$

we call $\Psi$ a spinor operator. In the non-null case $\Psi \tilde{\Psi} \neq 0$ the element $\Psi$ operates like a Lorentz transformation composed with a dilation [and a duality transformation]. In coordinate form

$$
\begin{aligned}
& \Omega_{1}+\Omega_{2} \gamma_{0123}=\Psi \tilde{\Psi}=\tilde{\Psi} \Psi \\
& J_{\mu}=\left\langle\tilde{\Psi} \gamma_{\mu} \Psi \gamma_{0}\right\rangle_{0}=\left(\tilde{\Psi} \gamma_{\mu} \Psi\right) \cdot \gamma_{0} \\
& S_{\mu \nu}=-\left\langle\tilde{\Psi} \gamma_{\mu \nu} \Psi \gamma_{12}\right\rangle_{0}=\left(\tilde{\Psi} \gamma_{\mu \nu} \Psi\right) \cdot \gamma_{12} \\
& K_{\mu}=\left\langle\tilde{\Psi} \gamma_{\mu} \Psi \gamma_{3}\right\rangle_{0}=\left(\tilde{\Psi} \gamma_{0123} \gamma_{\mu} \Psi\right) \cdot \gamma_{012} .
\end{aligned}
$$

For later convenience we introduce $P=\Omega+\mathbf{J}, \Omega=\Omega_{1}+\Omega_{2} \gamma_{0123}$, and $Q=\mathbf{S}+\mathbf{K} \gamma_{0123}$. We have the following identities:

$$
\begin{array}{lr}
\Psi\left(1+\gamma_{0}\right) \tilde{\Psi}=P, & \Psi\left(1+\gamma_{0}\right) \gamma_{12} \tilde{\Psi}=Q \\
\Psi\left(1+\gamma_{0}\right) \gamma_{i j} \tilde{\Psi}=Q_{k} & \left(i j k \text { cycl., } Q_{3}=Q\right) \\
\Psi\left(1+\gamma_{0}\right)\left(1+i \gamma_{12}\right) \tilde{\Psi}=Z & {[=P+i Q]}
\end{array}
$$

Hestenes 1986 p. 334 gives $P,-Q$ and $Z$ in (2.26), (2.27) and (2.28).
Exercises 6,7,8
13 The Dirac-Hestenes equation $\partial \Psi \gamma_{21}-e \mathbf{A} \Psi=m \Psi \gamma_{0}$ contains $\gamma_{21}, \gamma_{0}$ explicitly. It follows that $\gamma_{0}, \gamma_{12}$ must be explicit in $\mathbf{J}=\Psi \gamma_{0} \tilde{\Psi}, \mathbf{S}=\Psi \gamma_{12} \tilde{\Psi}$.

### 10.8 Higher-dimensional analogies for spinor operators

In the case of the Minkowski space-time $\mathbb{R}^{1,3}$ the spinor space is a minimal left ideal $\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f$ induced by the primitive idempotent $f=\frac{1}{2}\left(1+\gamma_{0}\right) \frac{1}{2}\left(1+i \gamma_{12}\right)$. In the primitive idempotent we have projection operators for energy $\frac{1}{2}\left(1+\gamma_{0}\right)$ and spin $\frac{1}{2}\left(1+i \gamma_{12}\right)$. In other words, spin is quantized in the $\gamma_{3}$-direction or more precisely in the $\gamma_{1} \gamma_{2}$-plane.

In the case of a higher-dimensional space-time, say $\mathbb{R}^{1,5}$ with an orthonormal basis $\left\{\gamma_{0}, \gamma_{1}, \ldots, \gamma_{5}\right\}$, the spinor space is a minimal left ideal $\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,5}\right) f$ induced, for instance, by the primitive idempotent

$$
f=\frac{1}{2}\left(1+\gamma_{0}\right) \frac{1}{2}\left(1+i \gamma_{12}\right) \frac{1}{2}\left(1+i \gamma_{34}\right) .
$$

The spin is quantized in the $\gamma_{1} \gamma_{2}$-plane and the $\gamma_{3} \gamma_{4}$-plane. The procedure of taking the real part and the even part does not result in an invertible operator, since $4 \operatorname{Re}(\operatorname{even}(f))=\frac{1}{2}\left(1-\gamma_{1234}\right)$. In other words, for a spinor in a minimal left ideal $\psi \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,5}\right) f$ the 'spinor operator' is also in a left ideal, $\Psi=$ $4 \operatorname{Re}(\operatorname{even}(\psi)) \in \mathcal{C} \ell_{1,5}^{+} \frac{1}{2}\left(1-\gamma_{1234}\right)$. We conclude that there is no analogy for spinor operators in higher dimensions.

## Appendix 1: Discussion on the role of $i=\sqrt{-1}$ in QM

Are there superfluous complex numbers in the present formulation of quantum mechanics? Is it possible to get rid of some complex numbers in QM? To answer these questions, we present analogies which become step by step closer to the present situation in quantum mechanics.
Analogy \# 1. Consider someone who uses only the line $y=x$ in the complex plane $\mathbb{C}$, that is, someone who does not use all the complex numbers $z=x+i y$, but instead restricts himself to complex numbers of the form $x+i x$. This person could equally well restrict himself to the real axis and consider instead only the real part $x=\operatorname{Re}(x+i x)$. In terms of the picture

this would mean a projection from the line $y=x$ onto the real axis $y=0$ with no information lost.

This analogy/picture could be criticized by arguing that the product $w$ of two complex numbers of the form $x+i x$ is not of the same type, that is, $\operatorname{Re}(w) \neq \operatorname{Im}(w)$.
Analogy \# 2. The sums and products of matrices of type

$$
X=\frac{1}{2}\left(\begin{array}{ll}
x & x \\
x & x
\end{array}\right)
$$

provide an isomorphic image for addition and multiplication of the reals $x \in \mathbb{R}$. It is of course more economical to use just the real numbers $x \in \mathbb{R}$ instead of the real $2 \times 2$-matrices $X \in \operatorname{Mat}(2, \mathbb{R})$.
Analogy \# 3. If we have a complex matrix

$$
S=\frac{1}{2}\left(\begin{array}{cc}
x+i y & -y+i x \\
y-i x & x+i y
\end{array}\right)
$$

then the real part, multiplied by two, $Z=2 \operatorname{Re}(S)$, that is,

$$
Z=\left(\begin{array}{cc}
x & -y \\
y & x
\end{array}\right)
$$

obeys the same addition and multiplication rules as $S$ and carries the same information as $S$ [contained in the pair $(x, y)$ ]. Note that for a complex number $z=x+i y$ we have $S=\frac{z}{2}\left(I-\sigma_{2}\right)$, where the matrix $f=\frac{1}{2}\left(I-\sigma_{2}\right)$ is an idempotent satisfying $f^{2}=f$.
Situation in QM. In the present formulation of quantum mechanics one uses column spinors $\psi \in \mathbb{C}^{4}$, which could be replaced without loss of generality by spinors in a minimal left ideal of the complex Clifford algebra $\psi \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f$, $f=\frac{1}{2}\left(1+\gamma_{0}\right) \frac{1}{2}\left(1+i \gamma_{12}\right)$. Spinors in minimal left ideals $\psi \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f$ can be replaced without reduction of information by spinor operators $\Psi=$ $4 \operatorname{Re}(\operatorname{even}(\psi)) \in \mathcal{C} \ell_{1,3}^{+}$. No information is lost in this replacement, because the original spinor can be recovered as $\psi=\Psi f, f=\frac{1}{2}\left(1+\gamma_{0}\right) \frac{1}{2}\left(1+i \gamma_{12}\right)$.

Appendix 2: Real ideal spinors $\phi \in \mathcal{C} \ell_{1,3} \frac{1}{2}\left(1-\gamma_{03}\right)$
This appendix is included mainly for historical reasons. The concept of a spinor operator $\Psi \in \mathcal{C} \ell_{1,3}^{+}$was introduced by Hestenes 1966. In his invention he used as an intermediate step the real ideal spinor

$$
\phi=\Phi \frac{1}{2}\left(1-\gamma_{03}\right) \in \mathcal{C} \ell_{1,3} \frac{1}{2}\left(1-\gamma_{03}\right)
$$

and not the mother spinor $\Phi \in \mathcal{C} \ell_{1,3} \frac{1}{2}\left(1+\gamma_{0}\right), \Phi=4 \operatorname{Re}(\psi), \psi \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f$. The ideal spinor contains the same information as the mother spinor, since
$\Phi=\phi\left(1+\gamma_{0}\right)$. Note that $\phi=\Phi \frac{1}{2}\left(1-\gamma_{03}\right)$ or $\phi=2 \operatorname{Re}(\psi)\left(1-\gamma_{03}\right)$ which implies $\phi \gamma_{2} \gamma_{1}=2 \operatorname{Re}(i \psi)\left(1-\gamma_{03}\right)$, and so the Dirac equation has the form

$$
\partial \phi \gamma_{21}=(e \mathbf{A}+m) \phi, \quad \phi \in \mathcal{C} \ell_{1,3} \frac{1}{2}\left(1-\gamma_{03}\right) .
$$

In contrast to the mother spinor $\Phi$, the real ideal spinor $\phi$ satisfies $\phi \gamma_{0123}=$ $\phi \gamma_{21}$, and so we could rewrite the Dirac equation in the same way as Hestenes 1966:

$$
\partial \phi \gamma_{0123}=(e \mathbf{A}+m) \phi .
$$

Comments. The ideal spinors might be useful in conjunction with conformal transformations of the Dirac equation. Decompose the ideal spinor $\phi=\phi_{0}+\phi_{1}$ into its even and odd parts and separate the parts,

$$
\begin{array}{ll}
\partial \phi_{0} \gamma_{0123}=e \mathbf{A} \phi_{0}+m \phi_{1}, & \phi_{0}=\operatorname{even}(\phi) \in \mathcal{C} \ell_{1,3}^{+} \frac{1}{2}\left(1-\gamma_{03}\right), \\
\partial \phi_{1} \gamma_{0123}=e \mathbf{A} \phi_{1}+m \phi_{0}, & \phi_{1}=\operatorname{odd}(\phi) \in \mathcal{C} \ell_{1,3}^{-} \frac{1}{2}\left(1-\gamma_{03}\right),
\end{array}
$$

which can be put into the matrix form

$$
\begin{aligned}
& \left(\begin{array}{cc}
\gamma_{0123} & 0 \\
0 & -\gamma_{0123}
\end{array}\right)\left(\begin{array}{cc}
0 & \partial \\
-\partial & 0
\end{array}\right)\left(\begin{array}{ll}
\phi_{0} & 0 \\
\phi_{1} & 0
\end{array}\right) \\
& \quad=e\left(\begin{array}{cc}
0 & \mathbf{A} \\
-\mathbf{A} & 0
\end{array}\right)\left(\begin{array}{ll}
\phi_{0} & 0 \\
\phi_{1} & 0
\end{array}\right)+m\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)\left(\begin{array}{ll}
\phi_{0} & 0 \\
\phi_{1} & 0
\end{array}\right),
\end{aligned}
$$

where we have used the fact that the matrix

$$
\left(\begin{array}{cc}
\gamma_{0123} & 0 \\
0 & -\gamma_{0123}
\end{array}\right) \text { commutes with }\left(\begin{array}{cc}
0 & \partial \\
-\partial & 0
\end{array}\right) \text { and }\left(\begin{array}{ll}
\phi_{0} & 0 \\
\phi_{1} & 0
\end{array}\right)
$$

and takes the role of an overall commuting imaginary unit $\sqrt{-1}$.
Exercises 9,10

## Historical survey

Pauli 1927 and Dirac 1928 presented their spinor equations for the description of the electron spin. Juvet 1930 and Sauter 1930 replaced column spinors by square matrix spinors, where only the first column was non-zero. Marcel Riesz 1947 was the first one to consider spinors as elements in a minimal left ideal of a Clifford algebra (although the special case of pure spinors had been considered earlier by Cartan in 1938).

Gürsey 1956-58 rewrote the Dirac equation with $2 \times 2$ quaternion matrices in Mat $(2, \mathbb{H})$ [Lanczos 1929 had used pairs of quaternions, see Gsponer \& Hurni 1993]. Kustaanheimo 1964 presented the spinor regularization of the Kepler motion, the $K S$-transformation, which emphasized the operator aspect
of spinors. This led David Hestenes 1966-74 to a reformulation of the Dirac theory, where the role of spinors [in columns $\mathbb{C}^{4}$ or in minimal left ideals of the complex Clifford algebra $\left.\mathbb{C} \otimes \mathcal{C} \ell_{1,3} \simeq \operatorname{Mat}(4, \mathbb{C})\right]$ was taken over by operators in the even subalgebra $\mathcal{C} \ell_{1,3}^{+}$of the real Clifford algebra $\mathcal{C} \ell_{1,3} \simeq \operatorname{Mat}(2, \mathbb{H})$.

## Exercises

1. Show that for $u \in \mathbb{C} \otimes \mathcal{C} \ell_{1,3}$ the real part $\operatorname{Re}(u)$ corresponds to $\frac{1}{2}\left(u+\gamma_{013} u^{*} \gamma_{013}^{-1}\right) \in \operatorname{Mat}(4, \mathbb{C})$.
2. Show that if $u \in \mathbb{C} \otimes \mathcal{C} \ell_{1,3}$ satisfies the condition $u=u \frac{1}{2}\left(1+i \gamma_{12}\right)$ then $u=\operatorname{Re}(u)\left(1+i \gamma_{12}\right)$ and $i u=u \gamma_{2} \gamma_{1}$.
3. Show that $\operatorname{Im}(\psi)=\operatorname{Re}(\psi) \gamma_{12}$ in $\mathbb{C} \otimes \mathcal{C} \ell_{1,3}$.
4. Show that the charge conjugate $\psi_{\mathcal{C}}=-i \gamma_{2} \psi^{*}$ of the Dirac spinor $\psi \in \operatorname{Mat}(4, \mathbb{C}) f$ corresponds to $\psi_{\mathcal{C}}=\hat{\psi}^{*} \gamma_{1} \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f$.
5. Show that although for $\psi \in \operatorname{Mat}(4, \mathbb{C}) f, \operatorname{Re}(\psi) \in \operatorname{Mat}(4, \mathbb{C}) f$, for a non-zero $\psi \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f, \operatorname{Re}(\psi) \notin\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f$.
6. Show that in terms of the ideal spinor $\phi=\Phi \frac{1}{2}\left(1-\gamma_{03}\right) \in \mathcal{C} \ell_{1,3} \frac{1}{2}\left(1-\gamma_{03}\right)$, where $\Phi=4 \operatorname{Re}(\psi)$, the bilinear covariants can be expressed as

$$
\begin{aligned}
& \Omega_{1}=\left\langle\tilde{\phi} \phi \gamma_{0}\right\rangle_{0}=(\tilde{\phi} \phi) \cdot \gamma_{3} \\
& J_{\mu}=\left\langle\tilde{\phi} \gamma_{\mu} \phi \gamma_{0}\right\rangle_{0}=\left(\tilde{\phi} \gamma_{\mu} \phi\right) \cdot \gamma_{3} \\
& S_{\mu \nu}=-\left\langle\tilde{\phi} \gamma_{\mu \nu} \phi \gamma_{123}\right\rangle_{0}=-\left\langle\tilde{\phi} \gamma_{\mu \nu} \phi\right\rangle_{3} \cdot \gamma_{123}, \\
& K_{\mu}=-\left\langle\tilde{\phi} \gamma_{0123} \gamma_{\mu} \phi \gamma_{123}\right\rangle_{0} \\
& \Omega_{2}=-\left\langle\tilde{\phi} \gamma_{0123} \phi \gamma_{0}\right\rangle_{0}
\end{aligned}
$$

and the aggregates $P=\Omega+\mathbf{J}$ and $Q=\mathbf{S}+\mathbf{K} \gamma_{0123}$ as

$$
\begin{aligned}
& \phi \gamma_{0} \tilde{\phi}=\phi \gamma_{3} \tilde{\phi}=P \\
& \phi \gamma_{0} \bar{\phi}=\phi \gamma_{3} \bar{\phi}=-Q \gamma_{0123}, \quad Q=\phi \gamma_{123} \tilde{\phi}
\end{aligned}
$$

[Hestenes 1986 p. 334 gives $P$ in (2.26) and $-Q$ in (2.27).]
7. Show that $\phi \tilde{\phi}, \phi \bar{\phi}, \phi \gamma_{1} \tilde{\phi}, \phi \gamma_{1} \bar{\phi}, \phi \gamma_{2} \tilde{\phi}, \phi \gamma_{2} \bar{\phi}$ all vanish.
8. Show that for a different choice of sign in $\phi=\Phi \frac{1}{2}\left(1-\gamma_{03}\right)$, namely $\varphi=\Phi \frac{1}{2}\left(1+\gamma_{03}\right)$, we have $\varphi \gamma_{0} \tilde{\varphi}=P=-\varphi \gamma_{3} \tilde{\varphi}$ and $\varphi \gamma_{3} \bar{\varphi}=-Q \gamma_{0123}=-\varphi \gamma_{0} \bar{\varphi}$.
9. Show that $\phi=\Phi \frac{1}{2}\left(1-\gamma_{3}\right)$.
10. Show that $\phi=\Psi \frac{1}{2}\left(1+\gamma_{0}\right)\left(1-\gamma_{03}\right)$.
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## 11

## Fierz Identities and Boomerangs

Fierz identities are quadratic relations between the bilinear covariants (or physical observables) of a Dirac spinor. They are used to recover the original Dirac spinor from its bilinear covariants, up to a phase. The Fierz identities are sufficient to examine the non-null case, when either $\psi^{\dagger} \gamma_{0} \psi \neq 0$ or $\psi^{\dagger} \gamma_{0} \gamma_{0123} \psi \neq 0$. However, they are insufficient for the null case when both $\psi^{\dagger} \gamma_{0} \psi=0$ and $\psi^{\dagger} \gamma_{0} \gamma_{0123} \psi=0$. In this chapter, we introduce a new object called the boomerang, which enables us to study also the null case.

### 11.1 Fierz identities

The bilinear covariants satisfy certain quadratic relations called Fierz identities [see Holland 1986 p. 276 (2.8)]

$$
\begin{array}{ll}
\mathbf{J}^{2}=\Omega_{1}^{2}+\Omega_{2}^{2}, & \mathbf{K}^{2}=-\mathbf{J}^{2} \\
\mathbf{J} \cdot \mathbf{K}=0, & \mathbf{J} \wedge \mathbf{K}=-\left(\Omega_{2}+\Omega_{1} \gamma_{0123}\right) \mathbf{S}
\end{array}
$$

In coordinate form the Fierz identities are as follows [see Crawford 1985 p. 1439 (1.2)]

$$
\begin{array}{ll}
J_{\mu} J^{\mu}=\Omega_{1}^{2}+\Omega_{2}^{2}, & J_{\mu} J^{\mu}=-K_{\mu} K^{\mu} \\
J_{\mu} K^{\mu}=0, & J_{\mu} K_{\nu}-K_{\mu} J_{\nu}=-\Omega_{2} S_{\mu \nu}+\Omega_{1}(\star S)_{\mu \nu}
\end{array}
$$

where $(\star S)_{\mu \nu}=-\frac{1}{2} \varepsilon_{\mu \nu \alpha \beta} S^{\alpha \beta}$ (with $\varepsilon_{0123}=1$ ) or $\star \mathbf{S}=\tilde{\mathbf{S}} \gamma_{0123}$ [in general, $\star v=\tilde{v} \gamma_{0123}$ given by $u \wedge \star v=\langle u, v\rangle \gamma_{0} \wedge \gamma_{1} \wedge \gamma_{2} \wedge \gamma_{3}$ ].
In the non-null case $\Omega \neq 0$ the Fierz identities result in [Crawford 1985 p. 1439 (1.3) and 1986 p. 356 (2.14)]

$$
\begin{array}{ll}
\mathbf{S}\left\llcorner\mathbf{J}=\Omega_{2} \mathbf{K},\right. & \mathbf{S}\left\llcorner\mathbf{K}=\Omega_{2} \mathbf{J}\right. \\
\left(\gamma_{0123} \mathbf{S}\right)\left\llcorner\mathbf{J}=\Omega_{1} \mathbf{K},\right. & \left(\gamma_{0123} \mathbf{S}\right)\left\llcorner\mathbf{K}=\Omega_{1} \mathbf{J}\right.
\end{array}
$$

$$
\left.\mathbf{S}\lrcorner \mathbf{S}=\Omega_{2}^{2}-\Omega_{1}^{2}, \quad\left(\gamma_{0123} \mathbf{S}\right)\right\lrcorner \mathbf{S}=2 \Omega_{1} \Omega_{2}
$$

and

$$
\begin{aligned}
& \mathbf{J S}=-\left(\Omega_{2}+\Omega_{1} \gamma_{0123}\right) \mathbf{K}, \quad \mathbf{K S}=-\left(\Omega_{2}+\Omega_{1} \gamma_{0123}\right) \mathbf{J} \\
& \mathbf{S J}=\left(\Omega_{2}-\Omega_{1} \gamma_{0123}\right) \mathbf{K}, \quad \mathbf{S K}=\left(\Omega_{2}-\Omega_{1} \gamma_{0123}\right) \mathbf{J} \\
& \mathbf{S}^{2}=\left(\Omega_{2}-\Omega_{1} \gamma_{0123}\right)^{2}=\Omega_{2}^{2}-\Omega_{1}^{2}-2 \Omega_{1} \Omega_{2} \gamma_{0123} \\
& \mathbf{S}^{-1}=-\mathbf{S}\left(\Omega_{1}-\Omega_{2} \gamma_{0123}\right)^{2} /\left(\Omega_{1}^{2}+\Omega_{2}^{2}\right)^{2}=\mathbf{K S K} /\left(\Omega_{1}^{2}+\Omega_{2}^{2}\right)^{2} .
\end{aligned}
$$

In the index-notation some of these identities look like

$$
\begin{aligned}
& J_{\mu} S^{\mu \nu}=-\Omega_{2} K^{\nu}, \quad J_{\mu}(\star S)^{\mu \nu}=\Omega_{1} K^{\nu} \\
& \mathbf{S}\lrcorner \mathbf{S}=-\frac{1}{2} S_{\mu \nu} S^{\mu \nu}=\Omega_{2}^{2}-\Omega_{1}^{2} \\
& (\star \mathbf{S})\lrcorner \mathbf{S}=-\frac{1}{2}(\star S)_{\mu \nu} S^{\mu \nu}=\frac{1}{4} \varepsilon_{\mu \nu \alpha \beta} S^{\mu \nu} S^{\alpha \beta}=-2 \Omega_{1} \Omega_{2} .
\end{aligned}
$$

Note also that in general $\mathbf{S} L \mathbf{K}=-\mathbf{K}\lrcorner \mathbf{S}, \gamma_{0123}(\mathbf{S} \wedge \mathbf{K})=\left(\gamma_{0123} \mathbf{S}\right) \mathrm{L} \mathbf{K}=$ $\left.\left.-(\star \mathbf{S}) L \mathbf{K}=\mathbf{K}\lrcorner(\star \mathbf{S}), \quad \gamma_{0123}(\mathbf{S} \wedge \mathbf{S})=\left(\gamma_{0123} \mathbf{S}\right)\right\lrcorner \mathbf{S}=-(\star \mathbf{S})\right\lrcorner \mathbf{S}$ and that $\left.(\mathbf{J}\lrcorner \mathbf{S}) \wedge \mathbf{S}=\frac{1}{2} \mathbf{J}\right\lrcorner(\mathbf{S} \wedge \mathbf{S})$.
Fierz identities via spinor operators. By direct computation we can see that

$$
\begin{aligned}
\mathbf{J}^{2}= & \left(\Psi \gamma_{0} \tilde{\Psi}\right)\left(\Psi \gamma_{0} \tilde{\Psi}\right)=\Psi \gamma_{0} \Psi \tilde{\Psi} \gamma_{0} \tilde{\Psi}=\Psi \gamma_{0}\left(\Omega_{1}+\Omega_{2} \gamma_{0123}\right) \gamma_{0} \tilde{\Psi} \\
& =\Psi\left(\Omega_{1}-\Omega_{2} \gamma_{0123}\right) \gamma_{0} \gamma_{0} \tilde{\Psi}=\left(\Omega_{1}-\Omega_{2} \gamma_{0123}\right) \Psi \tilde{\Psi} \\
& =\left(\Omega_{1}-\Omega_{2} \gamma_{0123}\right)\left(\Omega_{1}+\Omega_{2} \gamma_{0123}\right)=\Omega_{1}^{2}+\Omega_{2}^{2}
\end{aligned}
$$

which gives one of the Fierz identities. Computing in a similar manner we find

$$
\begin{aligned}
\mathbf{J K} & =\left(\Psi \gamma_{0} \tilde{\Psi}\right)\left(\Psi \gamma_{3} \tilde{\Psi}\right)=\Psi \gamma_{0} \Psi \tilde{\Psi} \gamma_{3} \tilde{\Psi}=\Psi \gamma_{0}\left(\Omega_{1}+\Omega_{2} \gamma_{0123}\right) \gamma_{3} \tilde{\Psi} \\
& =\Psi\left(\Omega_{1}-\Omega_{2} \gamma_{0123}\right) \gamma_{0} \gamma_{3} \tilde{\Psi}=-\left(\Omega_{1}-\Omega_{2} \gamma_{0123}\right) \Psi \gamma_{0123} \gamma_{12} \tilde{\Psi} \\
& =-\left(\Omega_{1}-\Omega_{2} \gamma_{0123}\right) \gamma_{0123} \Psi \gamma_{12} \tilde{\Psi}=-\left(\Omega_{2}+\Omega_{1} \gamma_{0123}\right) \mathbf{S} .
\end{aligned}
$$

Since the result is a bivector, we find that $\mathbf{J} \wedge \mathbf{K}=-\left(\Omega_{2}+\Omega_{1} \gamma_{0123}\right) \mathbf{S}$ and $\mathbf{J} \cdot \mathbf{K}=0$.

Exercise 1

### 11.2 Recovering a spinor from its bilinear covariants

Let the spinor $\psi$ have bilinear covariants $\Omega_{1}, \mathbf{J}, \mathbf{S}, \mathbf{K}, \Omega_{2}$ [a scalar, a vector, a bivector, a vector, a scalar]. Take an arbitrary spinor $\eta$ such that $\tilde{\eta}^{*} \psi \neq 0$
in $\mathbb{C} \otimes \mathcal{C} \ell_{1,3}$ or equivalently $\eta^{\dagger} \gamma_{0} \psi \neq 0$ in $\operatorname{Mat}(4, \mathbb{C})$. Then the spinor $\psi$ is proportional to

$$
\psi \simeq Z \eta \quad \text { where } \quad Z=\Omega_{1}+\mathbf{J}+i \mathbf{S}+i \mathbf{K} \gamma_{0123}+\Omega_{2} \gamma_{0123}
$$

that is, $\psi$ and $Z \eta$ differ only by a complex factor. The original spinor $\psi$ can be recovered by the algorithm [see Takahashi 1983, and Crawford 1985, who also gave a proof in the non-null case $\Omega \neq 0$ ]

$$
\begin{aligned}
& N=\sqrt{\left\langle\tilde{\eta}^{*} Z \eta\right\rangle_{0}}=\frac{1}{2} \sqrt{\eta^{\dagger} \gamma_{0} Z \eta} \\
& e^{-i \alpha}=\frac{4}{N}\left\langle\tilde{\eta}^{*} \psi\right\rangle_{0}=\frac{1}{N} \eta^{\dagger} \gamma_{0} \psi \\
& \psi=\frac{1}{4 N} e^{-i \alpha} Z \eta
\end{aligned}
$$

[For the choice $\eta=f$ we get simply

$$
\begin{aligned}
& N=\sqrt{\langle Z f\rangle_{0}}=\frac{1}{2} \sqrt{\left.\Omega_{1}+\mathbf{J} \cdot \gamma_{0}-\mathbf{S}\right\lrcorner \gamma_{12}-\mathbf{K} \cdot \gamma_{3}} \\
& e^{-i \alpha}=\frac{\psi_{1}}{\left|\psi_{1}\right|}
\end{aligned}
$$

which are not the same $N, e^{-i \alpha}$ as those for an arbitrary $\eta$.] Once the spinor $\psi$ has been recovered, we may also write

$$
\begin{aligned}
& N=4\left|\left\langle\tilde{\eta}^{*} \psi\right\rangle_{0}\right|=\left|\eta^{\dagger} \gamma_{0} \psi\right| \\
& e^{-i \alpha}=\frac{\left\langle\tilde{\eta}^{*} \psi\right\rangle_{0}}{\left|\left\langle\tilde{\eta}^{*} \psi\right\rangle_{0}\right|}=\frac{\eta^{\dagger} \gamma_{0} \psi}{\left|\eta^{\dagger} \gamma_{0} \psi\right|}
\end{aligned}
$$

A spinor $\psi$ is determined by its bilinear covariants $\Omega_{1}, \mathbf{J}, \mathbf{S}, \mathbf{K}, \Omega_{2}$ up to a phase-factor $e^{-i \alpha}$, and

$$
Z=\Omega_{1}+\mathbf{J}+i \mathbf{S}+i \mathbf{K} \gamma_{0123}+\Omega_{2} \gamma_{0123}
$$

projects/extracts out of $\eta$ the relevant part parallel to $\psi$.
Recovery via mother spinors $\Phi \in \mathcal{C} \ell_{1,3} \frac{1}{2}\left(1+\gamma_{0}\right)$. Take two arbitrary elements in the real Clifford algebra, $a, b \in \mathcal{C} \ell_{1,3}$, in such a way that $\psi=$ $(a+i b) f, f=\frac{1}{2}\left(1+\gamma_{0}\right) \frac{1}{2}\left(1+\gamma_{12}\right)$. Then $\psi \bar{\psi}^{*}=0$ and

$$
\begin{aligned}
& \psi \tilde{\psi}^{*}=(a+i b) f(\tilde{a}-i \tilde{b})=a f \tilde{a}+b f \tilde{b}+i(b f \tilde{a}-a f \tilde{b}) \\
& \quad=\frac{1}{2}\left(a g \tilde{a}+b g \tilde{b}-b g \gamma_{12} \tilde{a}+a g \gamma_{12} \tilde{b}+i\left(a g \gamma_{12} \tilde{a}+b g \gamma_{12} \tilde{b}+b g \tilde{a}-a g \tilde{b}\right)\right)
\end{aligned}
$$

where we have written $g=\frac{1}{2}\left(1+\gamma_{0}\right)$. Next, we introduce a real spinor, called the mother spinor [for all real spinors]

$$
\Phi=\left(a-b \gamma_{12}\right)\left(1+\gamma_{0}\right) \in \mathcal{C} \ell_{1,3} \frac{1}{2}\left(1+\gamma_{0}\right)
$$

Compute $\Phi \bar{\Phi}=0$ and

$$
\Phi \tilde{\Phi}=4\left(a-b \gamma_{12}\right) g\left(\tilde{a}+\gamma_{12} \tilde{b}\right)=4\left(a g \tilde{a}+a g \gamma_{12} \tilde{b}-b g \gamma_{12} \tilde{a}+b g \tilde{b}\right)
$$

to find

$$
\frac{1}{2} \Phi \tilde{\Phi}=4 \operatorname{Re}\left(\psi \tilde{\psi}^{*}\right), \quad \text { and similarly } \quad \frac{1}{2} \Phi \gamma_{12} \tilde{\Phi}=4 \operatorname{Im}\left(\psi \tilde{\psi}^{*}\right)
$$

Recall that $Z=4 \psi \tilde{\psi}^{*}$ is sufficient to reconstruct the original Dirac spinor $\psi$ and conclude that the real mother spinor $\Phi \in \mathcal{C} \ell_{1,3} \frac{1}{2}\left(1+\gamma_{0}\right)$ carries all the physically relevant information of the Dirac spinor $\psi$. In fact,

$$
\psi=\Phi \frac{1}{4}\left(1+i \gamma_{12}\right) \quad \text { and } \quad \Phi=4 \operatorname{Re}(\psi)
$$

where the real part is taken in the decomposition $\mathbb{C} \otimes \mathcal{C} \ell_{1,3}$ [and not in the decomposition $\mathbb{C} \otimes \operatorname{Mat}(4, \mathbb{R})]$.

Write as before $Z=P+i Q$ where $P=\Omega+\mathbf{J}$ and $Q=\mathbf{S}+\mathbf{K} \gamma_{0123}$. We will show how to recover the real mother spinor $\Phi$ from its bilinear covariants $\left[\tilde{g}=g=\frac{1}{2}\left(1+\gamma_{0}\right)\right]$ :

$$
\begin{aligned}
& N=\sqrt{\frac{1}{2}\left\langle\tilde{g}\left(P-Q \gamma_{12}\right) g\right\rangle_{0}}, \quad e^{\gamma_{12} \alpha}=\frac{1}{N}\left((\tilde{g} \phi) \wedge \gamma_{03}\right) \gamma_{03}^{-1}, \\
& \Phi=\frac{1}{2 N}\left(P-Q \gamma_{12}\right) e^{\gamma_{12} \alpha} g
\end{aligned}
$$

[the same $N$ as for the choice $f \in \mathbb{C} \otimes \mathcal{C} \ell_{1,3}$ ] or for an arbitrary spinor $\eta \in$ $\mathcal{C} \ell_{1,3} g, \tilde{\eta} \Phi \neq 0$,

$$
\begin{aligned}
& N=\sqrt{\frac{1}{2}\left(\tilde{\eta}\left(P \eta-Q \eta \gamma_{12}\right)\right\rangle_{0}}, \quad e^{\gamma_{12} \alpha}=\frac{1}{N}\left((\tilde{\eta} \Phi) \wedge \gamma_{03}\right) \gamma_{03}^{-1}, \\
& \Phi=\frac{1}{2 N}\left(P \eta-Q \eta \gamma_{12}\right) e^{\gamma_{12} \alpha} g
\end{aligned}
$$

$\left[\eta^{\prime} \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f\right.$ and $\eta=2 \operatorname{Re}\left(\eta^{\prime}\right)$ result in the same numerical value for $\left.N\right]$. Note that the role of $i=\sqrt{-1}$ is played by multiplication by $\gamma_{2} \gamma_{1}$ on the right hand side, that is, $\Phi \gamma_{2} \gamma_{1}=4 \operatorname{Re}(i \psi)$.

Exercises 2,3,4

### 11.3 Fierz identities and the recovery of spinors

It might be interesting to know if given multivectors $\Omega_{1}, \mathbf{J}, \mathbf{S}, \mathbf{K}, \Omega_{2}$ [a scalar, a vector, a bivector, a vector, a scalar] are bilinear covariants for some spinor. The answer is postponed to the next section in the case $\Omega_{1}=0=\Omega_{2}$. Writing $\Omega=\Omega_{1}+\Omega_{2} \gamma_{0123}$, we are left with the remaining case $\Omega \neq 0$, in which we can say that the multivectors are bilinear covariants essentially if they satisfy the Fierz identities.

If the multivectors $\Omega_{1}, \mathbf{J}, \mathbf{S}, \mathbf{K}, \Omega_{2}$ satisfy the Fierz identities, then their aggregate

$$
Z=\Omega_{1}+\mathbf{J}+i \mathbf{S}+i \mathbf{K} \gamma_{0123}+\Omega_{2} \gamma_{0123}
$$

can be factored as [see Crawford 1985 p. 1439 (2.2)] ${ }^{1}$

$$
Z=\left(\Omega_{1}+\mathbf{J}+\Omega_{2} \gamma_{0123}\right)\left(1+i\left(\Omega_{1}+\Omega_{2} \gamma_{0123}\right)^{-1} \mathbf{K} \gamma_{0123}\right) .
$$

This factorization is valid only in the non-null case $\Omega \neq 0$. Using this factorization Crawford proved that if the multivectors $\Omega_{1}, \mathbf{J}, \mathbf{S}, \mathbf{K}, \Omega_{2}$ satisfy the Fierz identities [and $J^{0}>0$ with $4\left\langle\tilde{\eta}^{*} Z \eta\right\rangle_{0}=\eta^{\dagger} \gamma_{0} Z \eta>0$ for all non-zero spinors $\eta$ ], then $\Omega_{1}, \mathbf{J}, \mathbf{S}, \mathbf{K}, \Omega_{2}$ are bilinear covariants for some spinor $\psi$, for instance,

$$
\psi=\frac{1}{4 N} Z \eta, \quad N=\sqrt{\left\langle\tilde{\eta}^{*} Z \eta\right\rangle_{0}}=\frac{1}{2} \sqrt{\eta^{\dagger} \gamma_{0} Z \eta}
$$

[and two such spinors $\psi$ obtained by distinct choices of $\eta$ differ only in their phases].

Hamilton 1984 p. 1827 (4.2) mentioned how $\psi$ determines $Z=4 \psi \psi^{\dagger} \gamma_{0}$, see also Holland 1986 p. 276 (2.9), Keller \& Rodríguez-Romo 1990 p. 2502 (2.3b) and Hestenes 1986 p. 334 (2.28).

### 11.4 Boomerangs

Definition. If the multivectors $\Omega_{1}, \mathbf{J}, \mathbf{S}, \mathbf{K}, \Omega_{2}$ [a scalar, a vector, a bivector, a vector, a scalar] satisfy the Fierz identities, then their aggregate $Z=\Omega_{1}+$ $\mathbf{J}+i \mathbf{S}+i \mathbf{K} \gamma_{0123}+\Omega_{2} \gamma_{0123}$ is called a Fierz aggregate.
Definition. A multivector $Z=\Omega_{1}+\mathbf{J}+i \mathbf{S}+i \mathbf{K} \gamma_{0123}+\Omega_{2} \gamma_{0123}$, which is Dirac self-adjoint $\tilde{Z}^{*}=Z$, is called a boomerang, if its components $\Omega_{1}, \mathbf{J}, \mathbf{S}, \mathbf{K}, \Omega_{2}$ are bilinear covariants for some spinor $\psi \in \mathbb{C}^{4}$.

Both in the non-null case $\Omega \neq 0$ and in the null case $\Omega=0$ a spinor $\psi$ is determined up to a phase-factor by its aggregate of bilinear covariants $Z=$ $\Omega_{1}+\mathbf{J}+i \mathbf{S}+i \mathbf{K} \gamma_{0123}+\Omega_{2} \gamma_{0123}$ [as $\psi=\frac{1}{4 N} e^{-i \alpha} Z \eta$ ], which in turn is determined by the original spinor $\psi$ via the formula $Z=4 \psi \tilde{\psi}^{*}=4 \psi \psi^{\dagger} \gamma_{0}$ [thus we have a boomerang, which comes back].

If $Z$ is a boomerang so that $Z=4 \psi \psi^{\dagger} \gamma_{0}$ then $Z^{2}=4 \Omega_{1} Z$ where $\Omega_{1}=\langle Z\rangle_{0}$, because

[^28]\[

$$
\begin{aligned}
Z^{2}= & 4 \psi \psi^{\dagger} \gamma_{0} 4 \psi \psi^{\dagger} \gamma_{0}=16 \psi\left(\psi^{\dagger} \gamma_{0} \psi\right) \psi^{\dagger} \gamma_{0} \\
& =16 \operatorname{trace}\left(\psi^{\dagger} \gamma_{0} \psi\right) \psi \psi^{\dagger} \gamma_{0} \quad\left[\text { since } \psi^{\dagger} \gamma_{0} \psi=\operatorname{trace}\left(\psi^{\dagger} \gamma_{0} \psi\right) f\right] \\
& =16 \operatorname{trace}\left(\psi \psi^{\dagger} \gamma_{0}\right) \psi \psi^{\dagger} \gamma_{0}=\operatorname{trace}\left(4 \psi \psi^{\dagger} \gamma_{0}\right) 4 \psi \psi^{\dagger} \gamma_{0} .
\end{aligned}
$$
\]

Conversely if $\Omega_{1} \neq 0$ then $Z^{2}=4 \Omega_{1} Z$ ensures a boomeranging $Z$. If $Z$ is a Fierz aggregate and $\Omega \neq 0$, then it boomerangs back to $Z$. Crawford's results say that in the non-null case $\Omega \neq 0$ we have a boomeranging $Z$ if and only if $Z$ is a Fierz aggregate. However, in the null case $\Omega=0$, there are such $Z$ which are Fierz aggregates but still do not boomerang [for instance $Z=\mathbf{J}, \mathbf{J}^{2}=0$, $\mathbf{J} \neq 0$ ].

If $\Omega=0$ and $\mathbf{J}, \mathbf{S}, \mathbf{K}$ satisfy the Fierz identities, then for a spinor constructed by

$$
\psi=\frac{1}{4 N} Z \eta \quad \text { where } \quad Z=\mathbf{J}+i \mathbf{S}+i \mathbf{K} \gamma_{0123}
$$

we have in general $Z \neq 4 \psi \tilde{\psi}^{*}$ (the Fierz identities are reduced to $\mathbf{J}^{2}=\mathbf{K}^{2}=0$, $\mathbf{J} \cdot \mathbf{K}=\mathbf{J} \wedge \mathbf{K}=0$ which impose no restriction on $\mathbf{S}$ ). Even if the Fierz identities were supplemented by all the conditions presented in section 12.2 (in the non-null case these conditions are consequences of the Fierz identities) these extended identities would not result in a boomeranging $Z$. To handle also the null case $\Omega=0$ we could replace the Fierz identities by the more restrictive conditions

$$
\begin{aligned}
& Z^{2}=4 \Omega_{1} Z, \quad Z \gamma_{\mu} Z=4 J_{\mu} Z, \quad Z i \gamma_{\mu \nu} Z=4 S_{\mu \nu} Z, \\
& Z i \gamma_{0123} \gamma_{\mu} Z=4 K_{\mu} Z, \quad Z \gamma_{0123} Z=-4 \Omega_{2} Z
\end{aligned}
$$

[see Crawford 1986 p. 357 (2.16)], but this would result in a tedious checking process. If $Z=\mathbf{J}+i \mathbf{S}+i \mathbf{K} \gamma_{0123}$ is a boomerang, then $Z^{2}=0$, and so each dimension degree vanishes,

$$
\begin{array}{ll}
\left.\left\langle Z^{2}\right\rangle_{0}=\mathbf{J}^{2}-\mathbf{S}\right\lrcorner \mathbf{S}-\mathbf{K}^{2} & \\
\left\langle Z^{2}\right\rangle_{1}=+2 \gamma_{0123}(\mathbf{S} \wedge \mathbf{K}) & \mathbf{K} \text { in the plane of } \mathbf{S} \\
\left\langle Z^{2}\right\rangle_{2}=+i 2 \gamma_{0123}(\mathbf{J} \wedge \mathbf{K}) & \mathbf{J} \text { and } \mathbf{K} \text { are parallel } \\
\left\langle Z^{2}\right\rangle_{\mathbf{3}}=+i 2 \mathbf{J} \wedge \mathbf{S} & \mathbf{J} \text { in the plane of } \mathbf{S} \\
\left\langle Z^{2}\right\rangle_{4}=-\mathbf{S} \wedge \mathbf{S} & \mathbf{S} \text { is simple. }
\end{array}
$$

The bivector part implies that $\mathbf{J}$ and $\mathbf{K}$ are parallel, the 4 -vector part implies that $\mathbf{S}$ is simple, and the vector and 3 -vector parts imply that $\mathbf{J}$ and $\mathbf{K}$ are in the plane of $\mathbf{S}$. Altogether we must have

$$
Z=\mathbf{J}\left(1+i \mathbf{s}+i h \gamma_{0123}\right)
$$

where $h$ is a real number and $\mathbf{s}$ is a space-like vector orthogonal to $\mathbf{J}, \mathbf{J} \cdot \mathbf{s}=0$. We again compute $Z^{2}=\mathbf{J}^{2}\left(1+\left(\mathbf{s}+h \gamma_{0123}\right)^{2}\right)=0$ and conclude that either

1. $\mathbf{J}^{2}=0 \quad$ or else
2. $\left(\mathrm{s}+h \gamma_{0123}\right)^{2}=-1$.

Neither condition alone is sufficient to force $Z$ to become a boomerang [ $Z$ is not even a Fierz aggregate if $\mathbf{J}^{2} \neq 0$ ]. However, such a $Z$ is a boomerang if both conditions are satisfied simultaneously.

Counter-examples. 1. In the case $\Omega_{1}=0$, the element $Z=\mathbf{J}-\Omega_{2} \gamma_{0123}$, $\mathbf{J}^{2}=\Omega_{2}^{2}>0$, is such that $Z^{2}=0$, but $Z$ is not a Fierz aggregate.
2. $Z=\mathbf{J}+i \mathbf{S}$ with $\mathbf{J}^{2}>0, \mathbf{S}=\gamma_{0123} \mathbf{J s}, \mathbf{J} \cdot \mathbf{s}=0, \mathbf{s}^{2}=-1$, is not aFierz aggregate, and $Z^{2} \neq 0$, but we have $Z \gamma_{0123} Z=0$.
3. $Z=\mathbf{J}+i \mathbf{S}+i \mathbf{K} \gamma_{0123}$ where $\mathbf{J}^{2}=\mathbf{K}^{2}=0, \mathbf{J} \cdot \mathbf{K}=0, \mathbf{J} \wedge \mathbf{K}=0, \mathbf{S} \wedge \mathbf{S} \neq 0$, is a Fierz aggregate but does not satisfy $Z^{2}=0, Z \gamma_{0123} Z=0$.
4. $Z=\mathbf{J}\left(1+i \mathbf{s}+i h \gamma_{0123}\right)$ with $\mathbf{J}^{2}=0, \mathbf{J} \cdot \mathbf{s}=0,\left(\mathbf{s}+h \gamma_{0123}\right)^{2} \neq-1$, is a Fierz aggregate and satisfies $Z^{2}=0$ and $Z \gamma_{0123} Z=0$, but still we do not have a boomeranging $Z$.
Throughout this chapter we assume that $\Omega_{1}, \mathbf{J}, \mathbf{S}, \mathbf{K}, \Omega_{2}$ are real multivectors or equivalently that $Z=\Omega_{1}+\mathbf{J}+i \mathbf{S}+i \mathbf{K} \gamma_{0123}+\Omega_{2} \gamma_{0123}$ is Dirac self-adjoint [ $\tilde{Z}^{*}=Z$ or in matrix notation $\gamma_{0} Z^{\dagger} \gamma_{0}=Z$ ]. This implies that $\eta^{\dagger} \gamma_{0} Z \eta$ [= $4\left\langle\tilde{\eta}^{*} Z \eta\right\rangle_{0}$ ] is a real number for all spinors $\eta$.

For a boomerang $Z$ we have $\eta^{\dagger} \gamma_{0} Z \eta \geq 0$, for all spinors $\eta$, and also $J^{0}>0$ [the grade involute $\hat{Z}$ of $Z$ is such that $\langle\hat{Z}\rangle_{0} \cdot \gamma_{0}<0$ and $4\left\langle\tilde{\eta}^{*} \hat{Z} \eta\right\rangle_{0}=\eta^{\dagger} \gamma_{0} \hat{Z} \eta \leq$ $0]$.
Theorem. Let $Z$ be such that $\eta^{\dagger} \gamma_{0} Z \eta \geq 0$ for all spinors $\eta$, and that $J^{0}>0$. Then the following statements hold.

1. $Z$ is a boomerang if and only if $Z \gamma^{0} \tilde{Z}^{*}=4 J^{0} Z$ or equivalently $Z Z^{\dagger} \gamma^{0}=4 J^{0} Z$.
2. In the non-null case $\Omega \neq 0, Z$ is a boomerang if and only if it is a Fierz aggregate.
3. In the null case $\Omega=0, Z$ is a boomerang if and only if
$Z=\mathbf{J}\left(1+i \mathbf{s}+i h \gamma_{0123}\right)$ where $\mathbf{J}$ is a null-vector, $\mathbf{J}^{2}=0$, s is a space-like vector, $\mathbf{s}^{2}<0$ or $\mathbf{s}=0$, orthogonal to $\mathbf{J}, \mathbf{J} \cdot \mathbf{s}=0$, and $h$ is a real number such that $h= \pm \sqrt{1+\mathbf{s}^{2}},|h| \leq 1$.
The condition $Z \gamma^{0} \tilde{Z}^{*}=4 J^{0} Z$ could also be written with an arbitrary timelike vector $\mathbf{v}$ as follows: $Z \mathbf{v} \tilde{Z}^{*}=4(\mathbf{v} \cdot \mathbf{J}) Z$.

### 11.5 Decomposition and factorization of boomerangs

 Write$$
\begin{aligned}
& P=\Omega_{1}+\mathbf{J}+\Omega_{2} \gamma_{0123}, \quad Q=\mathbf{S}+\mathbf{K} \gamma_{0123}=\mathbf{S}-\gamma_{0123} \mathbf{K} \\
& \Sigma=1-i \mathbf{J K}^{-1} \gamma_{0123}=1-i \mathbf{K} \mathbf{J}^{-1} \gamma_{0123} \quad[\text { when } \Omega \neq 0]
\end{aligned}
$$

so that $Z=P+i Q=P \Sigma$. Then $P \Sigma=\Sigma P$ and we have found a solution to the open problem posed by Crawford 1985 p. 1441 ref. (10). [Crawford's second factor in (4.1),

$$
\begin{aligned}
& 1+i\left(\Omega_{1}+\Omega_{2} \gamma_{0123}\right)^{-1} \mathbf{K} \gamma_{0123}=1-i\left(\Omega_{2}-\Omega_{1} \gamma_{0123}\right)^{-1} \mathbf{K} \\
& \quad=1-i \mathbf{S}^{-1} \mathbf{J}=1+i \mathbf{J}^{-1} \mathbf{S}
\end{aligned}
$$

did not commute with $P$ unless $\Omega_{2}=0$.] In the case $\Omega_{1} \neq 0$ there is another factorization

$$
Z=P\left(1+i \frac{1}{2 \Omega_{1}} Q\right)=P \frac{1}{2}\left(1+i \frac{1}{2 \Omega_{1}} Q\right)^{2}
$$

where the factors commute and are Dirac self-adjoint, but in this factorization the second factor is not an idempotent (even though it behaves like one when multiplied by $P$ ).

### 11.6 Multiplication by the imaginary unit $i=\sqrt{-1}$

We have found that $i \psi=\psi \gamma_{2} \gamma_{1}\left(\neq \psi \gamma_{0123}\right)$ corresponds to $\Phi \gamma_{2} \gamma_{1}=4 \operatorname{Re}(i \psi)$ and further to $\phi \gamma_{2} \gamma_{1}=\Phi \gamma_{2} \gamma_{1} \frac{1}{2}\left(1-\gamma_{03}\right)$. In the non-null case $\Omega \neq 0$ write

$$
\begin{aligned}
& s=\gamma_{0123} \mathbf{J K}^{-1}=\mathbf{J}\left(\mathbf{K} \gamma_{0123}\right)^{-1}=-\Omega^{-1} \mathbf{S}=\Omega \mathbf{S}^{-1} \\
& k=-\left(\Omega_{2}+\Omega_{1} \gamma_{0123}\right)^{-1} \mathbf{K}=\mathbf{J S}^{-1}=-\mathbf{S} \mathbf{J}^{-1}
\end{aligned}
$$

[Using $\rho e_{\mu}=\Psi \gamma_{\mu} \tilde{\Psi}, \rho^{2}=\Omega_{1}^{2}+\Omega_{2}^{2}$ Hestenes 1986 p. 333 (2.23) gives $s=$ $\gamma_{0123} e_{3} e_{0}$, Boudet 1985 p. 719 (2.6) gives $-s=e_{1} e_{2}$.] Note that

$$
\begin{aligned}
& s=\Psi\left(-\gamma_{12}\right) \Psi^{-1}=\Psi \gamma_{2} \gamma_{1} \Psi^{-1} \in \bigwedge^{2} \mathbb{R}^{1,3} \quad \text { [simple bivector] } \\
& k=\Psi\left(-\gamma_{012}\right) \Psi^{-1}=\Psi \gamma_{0123} \gamma_{3} \Psi^{-1} \in \mathbb{R}^{1,3} \oplus \bigwedge^{3} \mathbb{R}^{1,3}
\end{aligned}
$$

and $s^{2}=-1, k^{2}=-1$ and $s k=k s$. Both $s$ and $k$ play the role of the imaginary unit (multiplication on the left side):

$$
\begin{array}{rlr}
i \psi=s \psi=k \psi=\psi \gamma_{2} \gamma_{1} \neq \psi \gamma_{0123} & & \text { Dirac spinor } \\
& s \Phi=k \Phi=\Phi \gamma_{2} \gamma_{1} & \text { mother spinor } \\
& s \phi=k \phi=\phi \gamma_{2} \gamma_{1}=\phi \gamma_{0123} \neq \phi\left(-\gamma_{012}\right) & \\
\text { ideal spinor } \\
s \Psi=k \Psi \gamma_{0}=\Psi \gamma_{2} \gamma_{1} & & \text { spinor operator }
\end{array}
$$

and $P=s Q=k Q$. [Hestenes 1986 p. 334 (2.24) reports $s \Psi=\Psi \gamma_{2} \gamma_{1}$ and also $s \phi=\phi \gamma_{2} \gamma_{1}=\phi \gamma_{0123}$.]

## Question

Do the conditions $Z^{2}=0$ and $Z \gamma_{0123} Z=0$ imply that $Z$ is a Fierz aggregate?

## Exercises

1. Compute $\mathbf{K}^{2}$, when $K=\Psi \gamma_{3} \tilde{\Psi}$.

Show that
2. $\operatorname{Im}(\psi)=\operatorname{Re}(\psi) \gamma_{12}$ in $\mathbb{C} \otimes \mathcal{C} \ell_{1,3}$.
3. $\frac{1}{2} \Phi \gamma_{1} \bar{\Phi}=4 \operatorname{Re}\left(\psi \gamma_{1} \bar{\psi}\right)=-4 \operatorname{Im}\left(\psi \gamma_{2} \bar{\psi}\right) \quad$ [no complex conjugation] $\frac{1}{2} \Phi \gamma_{2} \bar{\Phi}=4 \operatorname{Re}\left(\psi \gamma_{2} \bar{\psi}\right)=4 \operatorname{Im}\left(\psi \gamma_{1} \bar{\psi}\right)$.
4. $Q_{k}^{2}=-2 \Omega_{1} P, Q_{i} Q_{j}=2 \Omega_{1} Q_{k}\left(i j k\right.$ cycl.) for $Q_{k}=\frac{1}{2}\left(\Phi \gamma_{k} \bar{\Phi}\right) \gamma_{0123}$ [ $P, Q_{1}, Q_{2}, Q_{3}=Q$ span a quaternion algebra when $\Omega_{1} \neq 0$ ].
Show that for $Z=4 \psi \tilde{\psi}^{*}$, where $\psi \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f$, the following hold:
5. $Z \gamma^{0} Z=4 J^{0} Z(\neq 0$ for $\psi \neq 0)$.
6. $P \gamma^{0} P=2 J^{0} P=-Q \gamma^{0} Q$.
7. $P \gamma_{0} Q=Q \gamma_{0} P$.
8. even $(\tilde{Z}) Z=0, \operatorname{odd}(\tilde{Z}) Z=0$.
9. $\tilde{Z} Z=0 \Rightarrow P^{2}=-Q^{2}, P Q=Q P \quad$ [no complex conjugation].
10. $\tilde{Z} Z=0, Z^{2}=4 \Omega_{1} Z \Rightarrow P^{2}=2 \Omega_{1} P, P Q=2 \Omega_{1} Q$.
11. $\bar{Z} Z=0 \Rightarrow \bar{P} P=\bar{Q} Q, \bar{P} Q=-\bar{Q} P$.
12. $\bar{Z} Z=0, \bar{Z}^{*} Z=4 \Omega_{2} \gamma_{0123} Z \Rightarrow \bar{P} P=2 \Omega_{2} \gamma_{0123} P, \bar{P} Q=2 \Omega_{2} \gamma_{0123} Q$.

Write

$$
\begin{array}{ll}
K=\Omega_{1}+i \mathbf{K} \gamma_{0123}+\Omega_{2} \gamma_{0123}, & S=\Omega_{1}+i \mathbf{S}+\Omega_{2} \gamma_{0123} \\
\Pi=P\left(\Omega_{1}+\Omega_{2} \gamma_{0123}\right)^{-1}, & \Gamma=K\left(\Omega_{1}+\Omega_{2} \gamma_{0123}\right)^{-1}
\end{array}
$$

and show that:
13. $\Sigma=S\left(\Omega_{1}+\Omega_{2} \gamma_{0123}\right)^{-1}=1-i s$.
14. $\Gamma=1-i k, \tilde{\Gamma}^{*}=1+i \tilde{k}=1-i\left(\Omega_{1}+\Omega_{2} \gamma_{0123}\right)^{-1} \gamma_{0123} K$.
15. $Z=K \Sigma=\Sigma K=\Gamma S=S \tilde{\Gamma}^{*}$.
16. $Z=\Pi S=S \tilde{\Pi}=\Pi K=K \tilde{\Pi} \quad$ [no complex conjugation needed]
$=\Gamma P=P \tilde{\Gamma}^{*} \quad$ [this is Crawford's factorization]
[ $=P \Gamma$ only if $\Omega_{2}=0$ since then $\Gamma=\tilde{\Gamma}^{*}$ ].
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## Flags, Poles and Dipoles

The classification of spinors is commonly based on representation theory, irreducible representations of the Lorentz group $S O_{+}(1,3)$. Thus, one customarily speaks about Dirac, Majorana and Weyl spinors. In this chapter spinors are classified in a new way by their bilinear covariants, multivectors of observables. The new classification is geometric, since it is based on multivectors, and physical, since it is based on observables. The classification reveals new spinors, called flag-dipole spinors, which reside between the Weyl, Majorana and Dirac spinors.

Dirac spinors describe the electron, and for them $\Omega \neq 0$. Weyl and Majorana spinors describe the neutrino. Weyl spinors are eigenspinors of the helicity projection operators $\frac{1}{2}\left(1 \pm \gamma_{0123}\right)$, and their bilinear covariants satisfy $\Omega=0$, $\mathbf{S}=0, \mathbf{K} \neq 0$. Majorana spinors are eigenspinors of the charge conjugation operator, ${ }^{1}$ with eigenvalues $\pm 1$, and their bilinear covariants satisfy $\Omega=$ $0, \mathbf{S} \neq 0, \mathbf{K}=0$. [Weyl and Majorana spinors are usually introduced by properties of matrices, see Benn \& Tucker 1987 and Crumeyrolle 1990.]

The flag-dipole spinors satisfy $\Omega=0$ [and cannot be Dirac spinors] and $\mathbf{S} \neq 0, \mathbf{K} \neq 0$ [and so they are neither Weyl nor Majorana spinors]. Unlike Weyl and Majorana spinors, the flag-dipole spinors do not form a real linear subspace, because they are characterized by a quadratic constraint. Therefore the superposition principle is violated, and the flag-dipole spinors cannot describe fermions. It has been conjectured (G. Trayling, Windsor) that the flag-dipole spinors are related to the quark confinement.

[^29]
### 12.1 Classification of spinors by their bilinear covariants

In the following we shall present a classification of spinors $\psi$ based on properties of their bilinear covariants $\Omega_{1}, \mathbf{J}, \mathbf{S}, \mathbf{K}, \Omega_{2}$, collected as

$$
Z=\Omega_{1}+\mathbf{J}+i \mathbf{S}+i \mathbf{K} \gamma_{0123}+\Omega_{2} \gamma_{0123}
$$

In other words, we classify the boomerangs $Z=4 \psi \tilde{\psi}^{*}$.
Recall that $Z=P+i Q, P=\Omega_{1}+\mathbf{J}+\Omega_{2} \gamma_{0123}, Q=\mathbf{S}+\mathbf{K} \gamma_{0123}$.

## Dirac spinors of the electron:

1. $\Omega_{1} \neq 0, \Omega_{2} \neq 0$ : Using $P^{2}=2 \Omega_{1} P=-Q^{2}$ we find the relationship $P= \pm\left(-\frac{1}{2} Q^{2}\right) / \sqrt{\left\langle-\frac{1}{2} Q^{2}\right\rangle_{0}}$ where the sign is given by $J^{0}>0$ (and coincides with the sign of $\left.\Omega_{1}\right) . P=k Q$, where $k=-\left(\Omega_{2}+\Omega_{1} \gamma_{0123}\right)^{-1} \mathbf{K}, i \psi=k \psi$.
2. $\Omega_{1} \neq 0, \Omega_{2}=0: P$ is a multiple of $\frac{1}{2 \Omega_{1}}\left(\Omega_{1}+\mathbf{J}\right)$ which looks like a proper energy projection operator and which commutes with the spin projection operator $\frac{1}{2}\left(1-i \mathbf{K} \gamma_{0123} / \Omega_{1}\right) . Z=\Omega_{1}+\mathbf{J}+i \mathbf{S}+i \mathbf{K} \gamma_{0123}=\left(\Omega_{1}+\mathbf{J}\right)\left(1-i \gamma_{0123} \mathbf{K} / \Omega_{1}\right)$, $\mathbf{S}=\gamma_{0123} \mathbf{J} \mathbf{K} / \Omega_{1} . P=\gamma_{0123} \frac{1}{\Omega_{1}} \mathbf{K} Q, k=\gamma_{0123} \mathbf{K} / \Omega_{1}$. In this class the YvonTakabayasi angle $\beta$ gets only two values, 0 and $\pi$; and the charge superselection rule applies.
3. $\Omega_{1}=0, \Omega_{2} \neq 0$ : Using $P^{2}=2 \Omega_{1} P$ we find that $P$ is nilpotent: $P^{2}=0$. $Z=\mathbf{J}+i \mathbf{S}+i \mathbf{K} \gamma_{0123}+\Omega_{2} \gamma_{0123}, \mathbf{S}=-\mathbf{J K} / \Omega_{2} . P=-\frac{1}{\Omega_{2}} \mathbf{K} Q= \pm \mathbf{K} Q / \sqrt{-\mathbf{K}^{2}}$ (opposite to the sign of $\Omega_{2}$ ), $k=-\mathbf{K} / \Omega_{2}$.

Singular spinors with a light-like pole/current:
4. $\Omega_{1}=\Omega_{2}=0, \mathbf{K} \neq 0, \mathbf{S} \neq 0$ : Flag-dipole spinors. $Z=\mathbf{J}+i \mathbf{J} s-i h \gamma_{0123} \mathbf{J}$, $\mathbf{J}^{2}=0, \mathbf{s}$ is a space-like vector, $\mathbf{s}^{2}<0$, orthogonal to $\mathbf{J}, \mathbf{J} \cdot \mathbf{s}=0, \mathbf{S}=\mathbf{J} \mathbf{s}$ $(=\mathbf{J} \wedge \mathbf{s}), \mathbf{K}=h \mathbf{J}, h^{2}=1+\mathbf{s}^{2}<1(h$ real, $h \neq 0) . P=\mathbf{J}, Q=$ $\mathbf{J}\left(\mathbf{s}+h \gamma_{0123}\right),\left(1+i \mathbf{s}+i h \gamma_{0123}\right) Z=0$. Note that $\frac{1}{2}\left(1-i \mathbf{s}-i h \gamma_{0123}\right) \psi=\psi$ and $\left(1+i \mathbf{s}+i h \gamma_{0123}\right) \psi=0 . \tilde{Z}^{*}=Z$ and $Z^{2}=0$ imply $Z=\mathbf{J}\left(1+i \mathbf{s}+i h \gamma_{0123}\right)$ etc. Let $\psi=\frac{1}{4 N} Z \eta$, then $Z=4 \psi \tilde{\psi}^{*}$ implies $\left(\mathrm{s}+h \gamma_{0123}\right)^{2}=-1 . P=\left(\mathrm{s}+h \gamma_{0123}\right) Q$, $i \psi=\left(\mathrm{s}+h \gamma_{0123}\right) \psi$.
5. $\Omega_{1}=\Omega_{2}=\mathbf{K}=0, \mathbf{S} \neq 0$ : Flag-pole spinors for which $Z=\mathbf{J}+i \mathbf{J s}$ is a pole $\mathbf{J}$ plus a flag $\mathbf{S}=\mathbf{J} \mathbf{s}(=\mathbf{J} \wedge \mathbf{s}), \mathbf{J} \cdot \mathbf{s}=0, \mathbf{s}^{2}=-1 . P=\mathbf{s} Q, i \psi=\mathbf{s} \psi$. The flag-pole spinors are eigenspinors of the charge conjugation operator with eigenvalues $\lambda \in U(1)$, thus $\mathcal{C}(\psi)=\lambda \psi,|\lambda|=1$.

- Write $\mathbf{K}_{k}=\Psi \gamma_{k} \tilde{\Psi}, \mathbf{S}_{k}=\Psi \gamma_{i j} \tilde{\Psi}$ (ijk cycl.) with $\mathbf{K}_{3}=\mathbf{K}, \mathbf{S}_{3}=\mathbf{S}$. Then $\mathbf{K}_{1}=\mathbf{J}, \mathbf{K}_{2}=\mathbf{K}_{3}=0$ and $\mathbf{S}_{1}=0, \mathbf{S}_{2}=\mathbf{J} \mathbf{s}_{2}\left(=\mathbf{J} \wedge \mathbf{s}_{2}\right), \mathbf{S}_{3}=\mathbf{J} \mathbf{s}_{3}$ where $\mathbf{s}_{3}=\mathbf{s}, \mathbf{s}_{2}^{2}=-1, \mathbf{s}_{2} \cdot \mathbf{s}_{3}=0$.
-Given an arbitrary Dirac spinor $\psi$ with covariants $\mathbf{J}, \mathbf{K}$ (and with $\mathbf{K}_{1}, \mathbf{S}_{2}$ ) we may construct, as special cases of flag-pole spinors, two Majorana spinors
$\psi_{ \pm}=\frac{1}{2}\left(\psi \pm \psi_{\mathcal{C}}\right)$, which are seen to be eigenspinors of the charge conjugation $\mathcal{C}\left(\psi_{ \pm}\right)= \pm \psi_{ \pm}$, and whose bilinear covariants $\mathbf{J}_{ \pm}, \mathbf{S}_{ \pm}$satisfy $\mathbf{K} \cdot \mathbf{J}_{ \pm}=0$, $\mathbf{K} \cdot \mathbf{S}_{ \pm}=-\Omega_{2} \mathbf{J}_{ \pm}$and $\mathbf{J}=\mathbf{J}_{+}+\mathbf{J}_{-}, \mathbf{S}=\mathbf{S}_{+}+\mathbf{S}_{-}$. [Note that $\mathbf{J}_{ \pm}=\frac{1}{2}\left(\mathbf{J} \pm \mathbf{K}_{1}\right)$ and $\mathbf{S}_{ \pm}=\frac{1}{2}\left(\mathbf{S} \mp \mathbf{S}_{2} \gamma_{0123}\right)$.] The charge conjugations of $i \psi_{ \pm}$are $\mathcal{C}\left(i \psi_{+}\right)=$ $-i \psi_{+} \neq \pm \psi_{-}$and $\mathcal{C}\left(i \psi_{-}\right)=i \psi_{-} \neq \pm \psi_{+}$.

6. $\Omega_{1}=\Omega_{2}=\mathbf{S}=0, \mathbf{K} \neq 0$ : Weyl spinors (of massless neutrinos) are eigenspinors of the chirality operator $\gamma_{0123} \psi_{ \pm}= \pm i \psi_{ \pm} . Z=\mathbf{J} \mp i \gamma_{0123} \mathbf{J}, \mathbf{J}=$ $\pm \mathbf{K}, h= \pm 1, \psi_{ \pm}=\frac{1}{2}\left(1 \mp i \gamma_{0123}\right) \psi_{ \pm}$. Note that $\operatorname{even}\left(\psi_{ \pm}\right)=\psi_{ \pm} \frac{1}{2}\left(1 \mp \gamma_{03}\right)$, $\operatorname{odd}\left(\psi_{ \pm}\right)=\psi_{ \pm} \frac{1}{2}\left(1 \pm \gamma_{03}\right) . \quad P= \pm \gamma_{0123} Q$.

- Write $\mathbf{K}_{k}=\Psi \gamma_{k} \tilde{\Psi}, \mathbf{S}_{k}=\Psi \gamma_{i j} \tilde{\Psi}$ as before. Then $\mathbf{K}_{1}=\mathbf{K}_{2}=0, \mathbf{S}_{1}=\mathbf{J} \mathbf{s}_{1}$ $\left(=\mathbf{J} \wedge \mathbf{s}_{1}\right), \mathbf{S}_{2}=\mathbf{J} \mathbf{s}_{2}\left(=\mathbf{J} \wedge \mathbf{s}_{2}\right)$ where $\mathbf{s}_{1}^{2}=\mathbf{s}_{2}^{2}=-1, \mathbf{s}_{1} \cdot \mathbf{s}_{2}=0$.
- Given an arbitrary Dirac spinor $\psi$ with covariants $\mathbf{J}, \mathbf{K}$ we may construct two Weyl spinors $\psi_{ \pm}=\frac{1}{2}\left(1 \mp i \gamma_{0123}\right) \psi$ with covariants $\mathbf{J}_{ \pm}=\frac{1}{2}(\mathbf{J} \pm \mathbf{K})$, $\mathbf{K}_{ \pm}=\frac{1}{2}(\mathbf{K} \pm \mathbf{J})$. Weyl spinors are pure: $\tilde{\psi}_{ \pm} \gamma_{\tilde{0} 123} \gamma_{\mu} \psi_{ \pm}=\underset{\sim}{0}$ [no complex conjugation; for arbitrary Dirac spinors $\tilde{\psi} \psi=0, \tilde{\psi} \gamma_{\mu} \psi=0, \tilde{\psi} \gamma_{0123} \psi=0$ though $\tilde{\psi} \gamma_{\mu \nu} \psi \neq 0, \tilde{\psi} \gamma_{0123} \gamma_{\mu} \psi \neq 0$ (and also $\bar{\psi} \psi=0, \bar{\psi} \gamma_{0123} \gamma_{\mu} \psi=0, \bar{\psi} \gamma_{0123} \psi=0$, though $\left.\bar{\psi} \gamma_{\mu} \psi \neq 0, \bar{\psi} \gamma_{\mu \nu} \psi \neq 0\right)$ ]. $\mathcal{C}\left(\psi_{ \pm}\right)$is of helicity $h=\mp 1$ with covariants $\mathbf{J}_{ \pm},-\mathbf{K}_{ \pm}$.

In addition to the above six classes there are no other classes based on distinctions between bilinear covariants. This can be seen by the following reasoning. First, we always have $\mathbf{J} \neq 0$, because $J^{0}>0$. Secondly, $\Omega \neq 0$ implies $\mathbf{S} \neq 0$ and $\mathbf{K} \neq 0$. Thirdly, $\Omega=0$ implies $Z=\mathbf{J}\left(1+i\left(\mathbf{s}+h \gamma_{0123}\right)\right)$ where $\left(\mathbf{s}+h \gamma_{0123}\right)^{2}=-1$ so that we have a non-vanishing $\mathbf{J}\left(\mathbf{s}+h \gamma_{0123}\right)=\mathbf{S}+\mathbf{K} \gamma_{0123}$.

## Comments :

For classes 1,2 the element $\frac{1}{4 \Omega_{1}} Z$ is a primitive idempotent in $\mathbb{C} \otimes \mathcal{C} \ell_{1,3}$.
Classes $1,2,3$ are Dirac spinors for the electron. A spinor operator $\Psi$ has a unique (up to a sign) polar decomposition $\Psi=\sqrt{\Omega} u, u \in \operatorname{Spin}_{+}(1,3)$. In particular, writing $\mathbf{K}_{k}=\Psi \gamma_{k} \tilde{\Psi}$ we have an orthogonal basis $\left\{\mathbf{J}, \mathbf{K}_{1}, \mathbf{K}_{2}, \mathbf{K}_{3}\right\}$ $\left(\mathbf{K}_{3}=\mathbf{K}\right)$ of $\mathbb{R}^{1,3}$.

Class 4 consists of flag-dipole spinors with a flag $\mathbf{S}$ on a dipole of two poles $\mathbf{J}$ and K. Class 5 consists of flag-pole spinors with a flag $\mathbf{S}$ on a pole $\mathbf{J}$. Class 6 consists of dipole spinors with two poles $\mathbf{J}$ and $\mathbf{K}$.

In classes 4, 5, 6 the vectors $\mathbf{J}, \mathbf{K}_{1}, \mathbf{K}_{2}, \mathbf{K}_{3}$ no longer form a basis but collapse into a null-line $\mathbf{J}$ (also $\mathbf{S}_{1}, \mathbf{S}_{2}, \mathbf{S}_{\mathbf{3}}$ intersect along $\mathbf{J}$ ). The even elements $\mathbf{J}\left(\gamma_{0}-\mathbf{s} \gamma_{12}-h \gamma_{3}\right)$ and $\Psi$ differ only up to a complex factor $x-y \gamma_{12}$ (on the right).

In addition to the electron (classes $1,2,3$ ) the massless neutrino (class 6) has also been discussed by Hestenes [1967 p. 808 (8.13) and 1986 p. 343] who
quite correctly observed that $\mathbf{J}_{ \pm}=\frac{1}{2} \Psi\left(\gamma_{0} \pm \gamma_{3}\right) \tilde{\Psi}$; note also that $\tilde{\Psi}_{ \pm} \gamma_{\mu} \Psi_{ \pm}=$ $\left(\gamma_{\mu} \cdot \mathbf{J}_{ \pm}\right)\left(\gamma_{0} \mp \gamma_{3}\right)$. Hestenes has not discussed classes 4 and 5. Holland in Found. Phys. 1986, pp. 708-709, does not discuss classes $3,4,5,6$ with a nilpotent $Z$, $Z^{2}=0$, but focuses on a nilpotent $\psi, \psi^{2}=0$.

Majorana spinors $\Psi \in \mathcal{C} \ell_{1,3}^{+} \frac{1}{2}\left(1 \mp \gamma_{01}\right)$ are not stable under the $U(1)$-gauge transformation $\Psi \rightarrow \Psi e^{\alpha \gamma_{12}} \notin \mathcal{C} \ell_{1,3}^{+} \frac{1}{2}\left(1 \mp \gamma_{01}\right)$.

Given a Weyl spinor $\psi$ with bilinear covariants $\mathbf{J}, \mathbf{K}$ we can associate to it two Majorana spinors $\psi_{ \pm}=\frac{1}{2}\left(\psi \pm \psi_{\mathcal{C}}\right)$ with Penrose flags $Z_{ \pm}=\frac{1}{2}(\mathbf{J} \mp$ $\left.i \mathbf{S}_{2} \gamma_{0123}\right) .{ }^{2}$

The number of parameters in the sets of bilinear covariants (or spinors without $U(1)$-gauge) is seen to be

| class no. | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| parameters | 7 | 6 | 6 | 5 | 4 | 3 |

If the $U(1)$-gauge is taken into consideration, then the number of parameters will be raised by one unit in all classes except in class 5 of Majorana spinors [Weyl spinors with $U(1)$-gauge and Majorana spinors both have four parameters and can be mapped bijectively onto each other - which enables Penrose flags also to be attached to Weyl spinors].

The Weyl and Majorana spinors can be written with spinor operators in the form

$$
\Psi \frac{1}{2}\left(1+\gamma_{0} \mathbf{u}\right) \quad\left[\Psi \in \mathcal{C} \ell_{1,3}^{+}\right]
$$

where $\mathbf{u}= \pm \gamma_{3}$ for Weyl spinors and $\mathbf{u}= \pm \gamma_{1}$ for Majorana spinors. The flag-pole spinors can be written in a similar form with $\mathbf{u}=\gamma_{1} \cos \phi+\gamma_{2} \sin \phi$. It is easy to see that all elements of the form $\Psi \frac{1}{2}\left(1+\gamma_{0} \mathbf{u}\right), \Psi \in \mathcal{C} \ell_{1,3}^{+}$are flag-dipole spinors, when $\mathbf{u}$ is a spatial unit vector, $\mathbf{u} \cdot \gamma_{0}=0, \mathbf{u}^{2}=-1$, which is not on the $\gamma_{3}$-axis or in the $\gamma_{1} \gamma_{2}$-plane. About the converse the following has been presented:

Conjecture (C. Doran, 1995): All the flag-dipole spinors can be written in the form $\Psi \frac{1}{2}\left(1+\gamma_{0} \mathbf{u}\right)$, where $\Psi \in \mathcal{C} \ell_{1,3}^{+}, \mathbf{u} \in \mathbb{R}^{3}, \mathbf{u}^{2}=-1$.
When $\mathbf{u}$ varies in the unit sphere $S^{2}$ in $\mathbb{R}^{3}$ (orthogonal to $\gamma_{0}$ ), the flag-dipole spinor sweeps around the 'paraboloid' $\Psi \tilde{\Psi}=0$. If the conjecture is true, it would be nice to know the relation between $\mathbf{s}, h$ and $\mathbf{u}$. [Clearly, $h=\mathbf{u} \cdot \gamma_{3}$.]

[^30]
### 12.2 Projection operators in $\operatorname{End}\left(\mathcal{C} \ell_{1,3}\right)$

Write as before $P=\Omega_{1}+\mathbf{J}+\Omega_{2} \gamma_{0123}, Q=\mathbf{S}+\mathbf{K} \gamma_{0123}, Z=P+i Q=P \Sigma=$ $\Sigma P, \Sigma=1-i \gamma_{0123} \mathbf{J K}^{-1}$. Then

$$
\begin{array}{ll}
\frac{1}{4 \Omega_{1}} Z \psi=\psi, & \frac{1}{2 \Omega_{1}} P \psi=\psi, \quad \text { when } \Omega_{1} \neq 0 \\
\frac{1}{2} \Sigma \psi=\psi, \quad \text { when } \Omega \neq 0
\end{array}
$$

Define for $u \in \mathcal{C} \ell_{1,3}$ (or $u \in \mathbb{C} \otimes \mathcal{C} \ell_{1,3}$ )

$$
\begin{array}{ll}
P_{ \pm}(u)=\frac{1}{2 \Omega_{1}}\left(\Omega_{1} \pm \mathbf{J} \pm \Omega_{2} \gamma_{0123}\right) u, & \Omega_{1} \neq 0 \\
\Sigma_{ \pm}(u)=\frac{1}{2}\left(u \pm \gamma_{0123} \mathbf{J K}^{-1} u \gamma_{12}\right), & \Sigma_{ \pm} \in \operatorname{End}\left(\mathcal{C} \ell_{1,3}\right) .
\end{array}
$$

Then

$$
\begin{array}{llll}
P_{+}(\psi)=\psi & P_{+}(\Phi)=\Phi & P_{+}(\phi)=\phi & \\
P_{-}(\psi)=0 & P_{-}(\Phi)=0 & P_{-}(\phi)=0 & \\
\Sigma_{+}(\psi)=\psi & \Sigma_{+}(\Phi)=\Phi & \Sigma_{+}(\phi)=\phi & \Sigma_{+}(\Psi)=\Psi \\
\Sigma_{-}(\psi)=0 & \Sigma_{-}(\Phi)=0 & \Sigma_{-}(\phi)=0 & \Sigma_{-}(\Psi)=0 .
\end{array}
$$

In general, for $u \in \mathcal{C} \ell_{1,3}, P_{ \pm}^{2}(u)=P_{ \pm}(u), \Sigma_{ \pm}^{2}(u)=\Sigma_{ \pm}(u)$ and $P_{ \pm}\left(\Sigma_{ \pm}(u)\right)=$ $\Sigma_{ \pm}\left(P_{ \pm}(u)\right)$, that is, $P_{ \pm}$and $\Sigma_{ \pm}$are commuting projection operators. For an arbitrary $\eta$ in $\mathcal{C} \ell_{1,3} \frac{1}{2}\left(1+\gamma_{0}\right)$ [or in $\mathcal{C} \ell_{1,3} \frac{1}{2}\left(1-\gamma_{03}\right)$ ] the spinor $P_{+}\left(\Sigma_{+}(\eta)\right)$ is parallel to $\Phi$ [or to $\phi$ ], that is, the bilinear covariants of $P_{+}\left(\Sigma_{+}(\eta)\right)$ are proportional to $P, Q$. However, for an arbitrary $u \in \mathcal{C} \ell_{1,3}, P_{+}\left(\Sigma_{+}(u)\right) \notin$ $\mathcal{C} \ell_{1,3} \frac{1}{2}\left(1+\gamma_{0}\right)$ [or $\left.P_{+}\left(\Sigma_{+}(u)\right) \notin \mathcal{C} \ell_{1,3} \frac{1}{2}\left(1-\gamma_{03}\right)\right]$.

Define

$$
\Sigma_{ \pm}^{I}(u)=\frac{1}{2}\left(u \mp \gamma_{0123} \mathbf{J K}^{-1} u \gamma_{0123}\right)
$$

where $I$ stands for ideal spinor. Then for an arbitrary $u \in \mathcal{C} \ell_{1,3}$ we have $\Sigma_{+}\left(\Sigma_{+}^{I}(u)\right) \in \mathcal{C} \ell_{1,3} \frac{1}{2}\left(1-\gamma_{03}\right)$, and $P_{+}\left(\Sigma_{+}\left(\Sigma_{+}^{I}(u)\right)\right)$ is an ideal spinor parallel to $\phi$ (with bilinear covariants proportional to $P, Q$ ). Furthermore, $\Sigma_{+}^{I}(\phi)=\phi$, $\Sigma_{-}^{I}(\phi)=0$, and $\Sigma_{ \pm}^{I}$ are projection operators commuting with $P_{ \pm}, \Sigma_{ \pm}$.

Define ( $O$ stands for spinor operator)

$$
P_{ \pm}^{O}(u)=\frac{1}{2 \Omega_{1}}\left(\left(\Omega_{1} \pm \Omega_{2} \gamma_{0123}\right) u \pm \mathbf{J} u \gamma_{0}\right), \quad u \in \mathcal{C} \ell_{1,3}^{+}
$$

which are projection operators commuting with $\Sigma_{ \pm}$.
12.3 Projection operators for Majorana and Weyl spinors

Exercise. (Inspired by Crawford 1985) Define

$$
\Gamma_{ \pm}(u)=\frac{1}{2}\left(u \mp\left(\Omega_{2}+\Omega_{1} \gamma_{0123}\right)^{-1} \mathbf{K} u \gamma_{12}\right)
$$

and show that $\Gamma_{ \pm}$are projection operators commuting with $\Sigma_{ \pm}$[but not with $P_{ \pm}$unless $\Omega_{2}=0$; recall here the factorization of Crawford]. Show that $P_{+}\left(\Gamma_{+}(\Phi)\right)=\Phi, P_{+}\left(\Gamma_{+}(\phi)\right)=\phi$. How would you define $\Gamma_{ \pm}$for a spinor operator $\Psi$ ?
[Answer: $\Gamma_{ \pm}^{O}(u)=\frac{1}{2}\left(u \mp\left(\Omega_{2}+\Omega_{1} \gamma_{0123}\right)^{-1} \mathbf{K} u \gamma_{012}\right)$ for $u \in \mathcal{C} \ell_{1,3}^{+}$.]
Remark. Define $\Gamma_{ \pm}$for an ideal spinor $\phi$ ( $I$ stands for ideal):

$$
\Gamma_{ \pm}^{I}(u)=\frac{1}{2}\left(u \pm\left(\Omega_{2}+\Omega_{1} \gamma_{0123}\right)^{-1} \mathbf{K} u \gamma_{0123}\right), \quad u \in \mathcal{C} \ell_{1,3} \frac{1}{2}\left(1-\gamma_{03}\right)
$$

In the special case $\Omega_{2}=0$ of type 2 these take the form

$$
\Gamma_{ \pm}^{I}(u)=\frac{1}{2}\left(u \mp \gamma_{0123} \frac{1}{\Omega_{1}} \mathbf{K} u \gamma_{0123}\right), \quad u \in \mathcal{C} \ell_{1,3} \frac{1}{2}\left(1-\gamma_{03}\right),
$$

and commute with $P_{ \pm}$[this special case was also observed by Hestenes 1986 p. 336 (2.32)].

### 12.3 Projection operators for Majorana and Weyl spinors

Treat first the general case (class 4) $\Omega_{1}=0=\Omega_{2}, \mathbf{K} \neq 0 \neq \mathbf{S}$. Recall that $\left(1+i \mathbf{s}+i h \gamma_{0123}\right) \psi=0$ or $i \psi=\left(\mathbf{s}+h \gamma_{0123}\right) \psi$. Define

$$
\Sigma_{ \pm}^{G}(u)=\frac{1}{2}\left(u \pm\left(\mathrm{s}+h \gamma_{0123}\right) u \gamma_{12}\right)
$$

Then $\Sigma_{+}^{G}(\Phi)=\Phi, \Sigma_{+}^{G}(\phi)=\phi$. Majorana and Weyl spinors are now the limiting cases

$$
\Sigma_{ \pm}^{M}(u)=\frac{1}{2}\left(u \pm \mathrm{s} u \gamma_{12}\right), \quad \Sigma_{ \pm}^{W}(u)=\frac{1}{2}\left(u \pm \gamma_{0123} u \gamma_{12}\right)
$$

Exercises 1,2,3,4,5

### 12.4 Charge conjugate $\psi_{\mathcal{C}}=\mathcal{C}(\psi)$

The charge conjugate spinor $\psi_{\mathcal{C}}=-i \gamma_{2} \psi^{*}$ sits in $\mathbb{C}^{4}{ }^{3}$ or in the same minimal left ideal $\operatorname{Mat}(4, \mathbb{C}) f$; it satisfies

$$
\gamma^{\mu}\left(i \partial_{\mu}+e A_{\mu}\right) \psi_{\mathcal{C}}=m \psi_{\mathcal{C}} .
$$

Charge conjugation is an anti-linear operation, that is, $\mathcal{C}(i \psi)=-i \mathcal{C}(\psi)$. Other characteristics of charge conjugation are $\psi_{\mathcal{C}}^{\dagger} \gamma_{0} \psi_{\mathcal{C}}=-\psi^{\dagger} \gamma_{0} \psi$ and $\psi_{\mathcal{C}}^{\dagger} \gamma_{0} \gamma_{\mu} \psi_{\mathcal{C}}=$ $+\psi^{\dagger} \gamma_{0} \gamma_{\mu} \psi$.

In the notation of $\mathbb{C} \otimes \mathcal{C} \ell_{1,3}$ we have $\psi_{\mathcal{C}}=-i \gamma_{2} \gamma_{013} \psi^{*} \gamma_{013}^{-1}=\hat{\psi}^{*} \gamma_{1}$, which also sits in the minimal left ideal $\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f$, while $\gamma_{1}$ swaps the signs of both factors of the primitive idempotent $f=\frac{1}{2}\left(1+\gamma_{0}\right) \frac{1}{2}\left(1+i \gamma_{1} \gamma_{2}\right)$. The bilinear covariants are transformed as follows under the charge conjugation

$$
\begin{array}{lll}
\left\langle\tilde{\psi}_{\mathcal{C}}^{*} \psi_{\mathcal{C}}\right\rangle_{0} & =-\left\langle\tilde{\psi}^{*} \psi\right\rangle_{0} & \text { (as above) } \\
\left\langle\tilde{\psi}_{\mathcal{C}}^{*} \gamma_{\mu} \psi_{\mathcal{C}}\right\rangle_{0} & =+\left\langle\tilde{\psi}^{*} \gamma_{\mu} \psi\right\rangle_{0} & \text { (as above) } \\
\left\langle\tilde{\psi}_{\mathcal{C}}^{*} i \gamma_{\mu \nu} \psi_{\mathcal{C}}\right\rangle_{0} & =+\left\langle\tilde{\psi}^{*} i \gamma_{\mu \nu} \psi\right\rangle_{0} & \\
\left\langle\tilde{\psi}_{\mathcal{C}}^{*} i \gamma_{0123} \gamma_{\mu} \psi_{\mathcal{C}}\right\rangle_{0} & =-\left\langle\tilde{\psi}^{*} i \gamma_{0123} \gamma_{\mu} \psi\right\rangle_{0} & \\
\left\langle\tilde{\psi}_{\mathcal{C}}^{*} \gamma_{0123} \psi_{\mathcal{C}}\right\rangle_{0} & =-\left\langle\tilde{\psi}^{*} \gamma_{0123} \psi\right\rangle_{0} &
\end{array}
$$

and $4 \psi_{\mathcal{C}} \tilde{\psi}_{\mathcal{C}}^{*}=-\hat{Z}^{*}=-\hat{P}+i \hat{Q}=-\Omega_{1}+\mathbf{J}+i \mathbf{S}+i \gamma_{0123} \mathbf{K}-\gamma_{0123} \Omega_{2}$, since $4 \psi_{\mathcal{C}} \tilde{\psi}_{\mathcal{C}}^{*}=4 \hat{\psi}^{*} \gamma_{1}\left(\hat{\psi}^{*} \gamma_{1}\right)^{\sim *}=4 \hat{\psi}^{*} \gamma_{1} \gamma_{1} \bar{\psi}=-4\left(\psi \tilde{\psi}^{*}\right)^{\wedge *}$

The charge conjugate of the mother spinor is

$$
\Phi_{\mathcal{C}}=\hat{\Phi} \gamma_{1}=4 \operatorname{Re}\left(\hat{\psi}^{*} \gamma_{1}\right) ;
$$

it satisfies $\Phi_{\mathcal{C}} \in \mathcal{C} \ell_{1,3} \frac{1}{2}\left(1+\gamma_{0}\right)$, and has the same properties as were listed above for the charge conjugation. The charge conjugate of the ideal spinor is $\phi_{\mathcal{C}}=\hat{\phi} \gamma_{1}=\hat{\Phi} \gamma_{1} \frac{1}{2}\left(1-\gamma_{03}\right)$. Its bilinear covariants are (as above)

$$
\begin{array}{ll}
\phi_{\mathcal{C}} \gamma_{0} \tilde{\phi}_{\mathcal{C}}=-\hat{P}, & \phi_{\mathcal{C}} \gamma_{3} \bar{\phi}_{\mathcal{C}}=-\hat{Q} \gamma_{0123} \\
\phi_{\mathcal{C}} \gamma_{3} \tilde{\phi}_{\mathcal{C}}=-P, & \phi_{\mathcal{C}} \gamma_{0} \bar{\phi}_{\mathcal{C}}=-\hat{Q} \gamma_{0123}
\end{array}
$$

The charge conjugate of the spinor operator is $\Psi_{\mathcal{C}}=\Psi \gamma_{1} \gamma_{0}=\operatorname{even}\left(\hat{\Phi} \gamma_{1}\right)$, where $\hat{\Phi} \gamma_{1}=\left(\Phi_{0}-\Phi_{0} \gamma_{0}\right) \gamma_{1}$.
Exercise. Show that the operator form of a Majorana spinor $\frac{1}{2}\left(\psi \pm \psi_{\mathcal{C}}\right)$ is
3 In this case the complex conjugate is

$$
\psi^{*}=\left(\begin{array}{l}
\psi_{1}^{*} \\
\psi_{2}^{*} \\
\psi_{3}^{*} \\
\psi_{4}^{*}
\end{array}\right) \quad \text { for } \quad \psi=\left(\begin{array}{l}
\psi_{1} \\
\psi_{2} \\
\psi_{3} \\
\psi_{4}
\end{array}\right) .
$$

12.4 Charge conjugate $\psi_{\mathcal{C}}=\mathcal{C}(\psi)$
$\Psi \frac{1}{2}\left(1 \mp \gamma_{01}\right) \in \mathcal{C} \ell_{1,3}^{+} \frac{1}{2}\left(1 \mp \gamma_{01}\right)$.
The Wigner time-reversal is $\psi_{\mathcal{T}}=-i \gamma_{13} \psi^{*} \in \operatorname{Mat}(4, \mathbb{C}) f$ or $\psi_{\mathcal{T}}=\gamma_{123} \hat{\psi}^{*} \gamma_{1} \in$ $\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f$ and the parity involution of space is $\psi_{\mathcal{P}}=\gamma_{0} \psi$. So

| $\psi_{\mathcal{T}}=\gamma_{123} \hat{\psi}^{*} \gamma_{1}$ | $\psi_{\mathcal{P}}=\gamma_{0} \psi$ | $\psi_{\mathcal{C}}=\hat{\psi}^{*} \gamma_{1}$ | Dirac |
| :--- | :--- | :--- | :--- |
| $\Phi_{\mathcal{T}}=\gamma_{123} \hat{\Phi} \gamma_{1}$ | $\Phi_{\mathcal{P}}=\gamma_{0} \Phi$ | $\Phi_{\mathcal{C}}=\hat{\Phi} \gamma_{1}$ | mother |
| $\phi_{\mathcal{T}}=\gamma_{123} \hat{\phi} \gamma_{1}$ | $\phi_{\mathcal{P}}=\gamma_{0} \phi$ | $\phi_{\mathcal{C}}=\hat{\phi} \gamma_{1}$ | ideal |
| $\Psi_{\mathcal{T}}=\gamma_{123} \Psi \gamma_{1}$ | $\Psi_{\mathcal{P}}=\gamma_{0} \Psi \gamma_{0}^{-1}$ | $\Psi_{\mathcal{C}}=\Psi \gamma_{1} \gamma_{0}$ | operator |

and $\psi_{\mathcal{T P C}}=\gamma_{0123} \psi$. Note that charge conjugation $\mathcal{C}$ anticommutes with both parity involution $\mathcal{P}$ and time-reversal $\mathcal{T}$.

Exercises 6,7,8,9,10

## Appendix: Crumeyrolle's spinoriality transformation

Crumeyrolle introduced a number of spinoriality groups to be able to treat the complicated situations with spinors. However, one relevant problem remained unsolved: how can the usual bilinear covariants be obtained from Crumeyrolle's spinors? The bilinear covariants of Crumeyrolle's spinors mix the Dirac current vector $\mathbf{J}$ and the electromagnetic moment bivector $\mathbf{S}$. A solution to this problem can be given by a variation of Crumeyrolle's spinoriality group. In this appendix it is shown how to extract the standard bilinear covariants (see the standard textbooks on quantum mechanics, like Bjorken \& Drell 1964) from Crumeyrolle's or Cartan's pure spinors.

Crumeyrolle considered the complexification $\mathbb{C} \otimes \mathcal{C} \ell_{1,3}$ of the Clifford algebra $\mathcal{C} \ell_{1,3}$ of the Minkowski space $\mathbb{R}^{1,3}$. In the complex linear space $\mathbb{C} \otimes \mathbb{R}^{1,3}$ Crumeyrolle picked up a maximal totally null subspace spanned by the orthogonal null vectors

$$
\frac{1}{2}\left(\gamma_{0}-\gamma_{3}\right) \quad \text { and } \quad \frac{1}{2}\left(\gamma_{1}-i \gamma_{2}\right) .
$$

Denote the product of these vectors by

$$
\mathbf{v}=\frac{1}{2}\left(\gamma_{0}-\gamma_{3}\right) \frac{1}{2}\left(\gamma_{1}-i \gamma_{2}\right)
$$

which is the volume element of the totally null subspace. Crumeyrolle chose as his spinor space the minimal left ideal $\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) \mathbf{v}$ of the complex Clifford algebra $\mathbb{C} \otimes \mathcal{C} \ell_{1,3}$. The difficulty with this choice is that the bilinear covariants of such a spinor are not directly related to those of a column spinor in standard
textbooks on quantum mechanics. ${ }^{4}$ To overcome this difficulty, first note that the element

$$
g=\gamma_{01} \mathbf{v}=\frac{1}{2}\left(1-\gamma_{03}\right) \frac{1}{2}\left(1+i \gamma_{12}\right)
$$

is a primitive idempotent generating Crumeyrolle's spinor space, that is,

$$
\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) \mathbf{v}=\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) g
$$

Unfortunately, $g=\frac{1}{2}\left(1-\gamma_{03}\right) \frac{1}{2}\left(1+i \gamma_{12}\right)$ is an even element and does not contain as a factor the 'energy projection' operator $\frac{1}{2}\left(1+\gamma_{0}\right)$. The physical observables are obtained from column spinors sitting in $\mathbb{C}^{4}$ which are related to Clifford algebraic spinors sitting in $\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f$, where

$$
f=\frac{1}{2}\left(1+\gamma_{0}\right) \frac{1}{2}\left(1+i \gamma_{12}\right) .
$$

In order to move from the spinor space $\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) g$ to the spinor space $\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f$ we must find a transformation law for spinors $\psi_{g} \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) g$ and $\psi_{f} \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) f .{ }^{5}$ This transformation law is a slight variation of Crumeyrolle's spinoriality transformation. ${ }^{6}$

Before giving our variation of the spinoriality transformation let us recall that $\psi_{g}$ is a sum of two Weyl spinors

$$
\begin{aligned}
& \frac{1}{2}\left(1+i \gamma_{0123}\right) \psi_{g} \in \mathcal{C} \ell_{1,3}^{-} \otimes \mathbb{C} \\
& \frac{1}{2}\left(1-i \gamma_{0123}\right) \psi_{g} \in \mathcal{C} \ell_{1,3}^{+} \otimes \mathbb{C}
\end{aligned}
$$

so that the components are of homogeneous parity [the correspondence between the even/odd parts and the negative/positive helicities is irrelevant, since it could be swapped by a different choice of $g$, for instance, by $g=\frac{1}{2}\left(1+\gamma_{03}\right) \frac{1}{2}(1+$ $\left.i \gamma_{12}\right)$ for which $g=\gamma_{01} \mathbf{v}$ with $\left.\mathbf{v}=\frac{1}{2}\left(\gamma_{0}+\gamma_{3}\right) \frac{1}{2}\left(\gamma_{1}-i \gamma_{2}\right)\right]$.

Our variation of the spinoriality transformation is carried out by the element

$$
z=\frac{1}{\sqrt{2}}\left(1+\gamma_{3}\right)
$$

4 The bilinear covariants of Crumeyrolle's spinors either vanish identically or else, as in Crumeyrolle 1990 p. 229 formula 24, mix the Dirac current J and the electromagnetic moment $\mathbf{S}$.
5 Recall that, for instance, $J_{\mu}=4\left\langle\tilde{\psi}_{f}^{*} \gamma_{\mu} \psi_{f}\right\rangle_{0}$. In contrast, these bilinear covariants of $\psi_{g}$ vanish: $4\left\langle\tilde{\psi}_{g}^{*} \gamma_{\mu} \psi_{g}\right\rangle_{0}=0$. However, $\psi_{g}$ does carry all the information of $\mathbf{J}: J_{\mu}=$ $4\left\langle\tilde{\psi}_{g}^{*} \gamma_{\mu} \psi_{g}\right\rangle_{1} \cdot \gamma_{0}$.
6 For Crumeyrolle the spinoriality group meant a number of things, with different adjectives added as specification. First, it is the subgroup of those $s \in \operatorname{Spin}(1,3)$ for which $s v= \pm \mathbf{v}$, see Crumeyrolle 1990 p. 145. Secondly, it is the group of invertible elements $z$ in $\mathbb{C} \otimes \mathcal{C} \ell_{1,3}$ such that the primitive idempotents $g$ and $z g z^{-1}$ determine the same minimal left ideal $\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) g=\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) g^{\prime}$, see $\mathbf{p}$. 277. Thirdly, it is, if normalized, the intersection of the previous group with $\operatorname{Spin}(1,3)$, see p. 281.
for which $g=z f z^{-1}$ or $f=z^{-1} g z$. The latter rule gives us a relation between Crumeyrolle's nilpotent induced spinors $\psi_{g}$ and idempotent induced spinors $\psi_{f}$ (directly related to the standard column spinors like those in Bjorken \& Drell 1964),

$$
\psi_{f}=\psi_{g} z
$$

(Earlier we wrote $\psi=\psi_{f}$ but here it is necessary to indicate to which minimal left ideal the spinor belongs.)

Now we can compute the spinor operator $\Psi=\operatorname{even}\left(4 \operatorname{Re}\left(\psi_{f}\right)\right)$ and the bilinear covariants, for instance, $\mathbf{J}=\Psi \gamma_{0} \tilde{\Psi}$. For later convenience note that $\Psi=\operatorname{Oper}\left(\psi_{f}\right)$ where

$$
\operatorname{Oper}\left(\psi_{f}\right)=\frac{1}{2}\left(\operatorname{even}\left(4 \operatorname{Re}\left(\psi_{f}\right)\right)+\operatorname{odd}\left(4 \operatorname{Re}\left(\psi_{f}\right)\right) \gamma_{0}\right)
$$

Recall the aggregate of bilinear covariants

$$
Z=4 \psi_{f} \tilde{\psi}_{f}^{*}
$$

and note that $4 \psi_{f} \tilde{\psi}_{f}^{*}=4 \psi_{f} \gamma_{0} \tilde{\psi}_{f}^{*}$. Our variation of the spinoriality group is the group of those elements $z$ in $\mathcal{C} \ell_{1,3}$ or $\mathbb{C} \otimes \mathcal{C} \ell_{1,3}$ which preserve the aggregate $Z$ under the transformation $\psi_{f} \rightarrow \psi_{f} z^{-1}$. Crumeyrolle's spinoriality groups preserve the ideals whereas our spinoriality groups preserve the physical observables. The spinoriality groups are seen to be the following (see Lounesto 1981 p. 733):

|  | $\mathcal{C} \ell_{1,3}$ | $\mathbb{C} \otimes \mathcal{C} \ell_{1,3}$ |
| :--- | :---: | :---: |
| $Z=4 \psi_{f} \tilde{\psi}_{f}^{*}$ | $\operatorname{Sp(2,2)}$ | $U(2,2)$ |
| $Z=4 \psi_{f} \gamma_{0} \tilde{\psi}_{f}^{*}$ | $S p(4)$ | $U(4)$ |

where, as an example, the Lie algebra of $S p(4) \simeq \mathbf{S p i n}(5)$ is spanned by the elements

$$
\begin{aligned}
& \gamma_{1}, \gamma_{2}, \gamma_{3} \\
& \gamma_{12}, \gamma_{13}, \gamma_{23} \\
& \gamma_{012}, \gamma_{013}, \gamma_{023} \\
& \gamma_{0123} .
\end{aligned}
$$

For those $z$ in $\mathcal{C} \ell_{1,3}$ which preserve $Z=4 \psi_{f} \gamma_{0} \tilde{\psi}_{f}^{*}$, under the replacement $\psi_{f} \rightarrow \psi_{f} z^{-1}$, that is $z \in S p(4)$, we may find that the spinor operator is preserved under the following transformations:

$$
\Psi=\frac{1}{2\langle w\rangle_{0}}\left(\operatorname{even}\left(4 \operatorname{Re}\left(\psi_{f} w^{-1}\right)\right)+\operatorname{odd}\left(4 \operatorname{Re}\left(\psi_{f} w^{-1}\right)\right) \gamma_{0}\right)
$$

where $w=z \tilde{z}$, that is,

$$
\Psi=\frac{1}{\langle w\rangle_{0}} \operatorname{Oper}\left(\psi_{f} w^{-1}\right)
$$

To put all this in a nutshell: our variation of

## spinoriality transformation preserves bilinear covariants

However, this preservation should be distinguished from our use of the particular element $z=\frac{1}{\sqrt{2}}\left(1+\gamma_{3}\right) \in S p(4)$ to retrieve the aggregate of bilinear covariants $Z=4 \psi_{f} \tilde{\psi}_{f}^{*}$ by sending $\psi_{g}$ to $\psi_{g} z=\psi_{f}$.

## Exercises

1. Recall that $\Psi \gamma_{2} \gamma_{1}=\mathrm{s} \Psi \gamma_{0}+h \gamma_{0123} \Psi$. How would you define $\Sigma_{ \pm}^{G}$ for a spinor operator $\Psi$ ?
2. Recall that $\phi \gamma_{0123}=\phi \gamma_{2} \gamma_{1}$. How would you define another pair $\Sigma_{ \pm}^{G}$ for an ideal spinor $\phi$ ?
3. Show that up to a unit complex factor $e^{\gamma_{12} \alpha}$ : $\Psi \simeq \frac{1}{4 N}\left(\Omega_{1}+\mathbf{J} \gamma_{0}-\mathbf{S} \gamma_{12}-\mathbf{K} \gamma_{3}+\Omega_{2} \gamma_{0123}\right)$, when $N=\sqrt{\langle Z f\rangle_{0}} \neq 0$.
4. Show that the operator form of a Weyl spinor is $\Psi \frac{1}{2}\left(1 \mp \gamma_{03}\right)$.
5. Show that Weyl spinors $\frac{1}{2}\left(1 \mp i \gamma_{0123}\right) \psi$ correspond to even and odd parts of the ideal spinor $\phi=\phi_{0}+\phi_{1}$.
Write $W=4 \psi \tilde{\psi}_{\mathcal{C}}^{*},{ }^{7}$ note that $\psi \bar{\psi}_{\mathcal{C}}^{*}=0$, and show that
6. $W=-\left(Q_{1}+i Q_{2}\right) \gamma_{0123}$ where $Q_{k}=\frac{1}{2}\left(\Phi \gamma_{k} \bar{\Phi}\right) \gamma_{0123}$ or $Q_{k}=\Psi\left(1+\gamma_{0}\right) \gamma_{i j} \tilde{\Psi}$ (ijk cycl.).
7. $W=\mathcal{K}-\mathcal{S} \gamma_{0123}$ where $\mathcal{K}=\mathbf{K}_{1}+i \mathbf{K}_{2}$ and $\mathcal{S}=\mathbf{S}_{1}+i \mathbf{S}_{2}$, where as before $\mathbf{K}_{k}=\Psi \gamma_{k} \tilde{\Psi}, \mathbf{S}_{k}=\Psi \gamma_{i j} \tilde{\Psi}$ (ijk cycl.).
8. $W^{2}=0$.
9. $W Z=0$.
10. $Z W=4 \Omega_{1} W$ and so the 3 -vector part vanishes: $\langle Z W\rangle_{3}=-\mathbf{J} \wedge\left(\gamma_{0123} \mathcal{S}\right)+i \mathbf{S} \wedge \mathcal{K}+\gamma_{0123} \Omega_{2} \mathcal{K}+i \mathbf{K} \wedge \mathcal{S}=0$.
11. Show that $4 \psi_{g} \tilde{\psi}_{g}^{*}=0$.
12. Write $\Psi_{f}=O \operatorname{per}\left(\psi_{f}\right)$ and $\Psi_{g}=\operatorname{Oper}\left(\psi_{g}\right)$. Show that $\Psi_{f} \gamma_{0} \tilde{\Psi}_{f}=2 \Psi_{g} \gamma_{0} \tilde{\Psi}_{g}$.
13. Write $\Psi_{f}=\operatorname{even}\left(4 \operatorname{Re}\left(\psi_{f}\right)\right)=\operatorname{Oper}\left(\psi_{f}\right)$ and $\Psi_{g}=\operatorname{even}\left(4 \operatorname{Re}\left(\psi_{g}\right)\right) \neq \operatorname{Oper}\left(\psi_{g}\right)$. Show that $\Psi_{g} \tilde{\Psi}_{g}=0, \Psi_{g} \gamma_{12} \tilde{\Psi}_{g}=0$ and $\Psi_{g} \gamma_{0} \tilde{\Psi}_{g}=\mathbf{J}+\mathbf{K}$ where $\mathbf{J}=\Psi_{f} \gamma_{0} \tilde{\Psi}_{f}$ and $\mathbf{K}=\Psi_{f} \gamma_{3} \tilde{\Psi}_{f}$.

$$
7 \tilde{\psi}_{\mathcal{C}}^{*}=\left(\psi_{\mathcal{C}}\right)^{-*} \neq\left(\tilde{\psi}^{*}\right)_{\mathcal{C}}
$$

## Solutions

1. $\Sigma_{ \pm}^{G O}(u)=\frac{1}{2}\left(u \pm \mathrm{s} u \gamma_{012} \pm h \gamma_{0123} u \gamma_{12}\right)$ for $u \in \mathcal{C} \ell_{1,3}^{+}$.
2. $\Sigma_{ \pm}^{G I}(u)=\frac{1}{2}\left(u \mp\left(\mathrm{~s}+h \gamma_{0123}\right) u \gamma_{0123}\right), u \in \mathcal{C} \ell_{1,3} \frac{1}{2}\left(1-\gamma_{03}\right)$.
3. Hint: compute the even part of $4 \operatorname{Re}\left(\frac{1}{2}\left(1 \mp i \gamma_{0123}\right) \psi\right)$ in the decomposition $\mathbb{C} \otimes \mathcal{C} \ell_{1,3}$.
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## 13

## Tilt to the Opposite Metric

Physicists usually go from $\mathcal{C} \ell_{1,3} \simeq \operatorname{Mat}(2, \mathbb{H})$ to its opposite algebra $\mathcal{C} \ell_{3,1} \simeq$ $\operatorname{Mat}(4, \mathbb{R})$ by replacing $\gamma_{\mu}$ by $i \gamma_{\mu}$ [within $\operatorname{Mat}(4, \mathbb{C})$ ]. However, such a transition to the opposite metric does not make sense within the space-time $\mathbb{R}^{4}$, because it calls for $i \mathbb{R}^{4}$ which is outside of $\mathbb{R}^{4}$. We will instead regard the linear space $\mathbb{R}^{4}$ as one and the same space-time, endowed with two different metrics or quadratic structures, $\mathbb{R}^{1,3}$ and $\mathbb{R}^{3,1}$.

Let the basis $\left\{\gamma_{0}, \gamma_{1}, \gamma_{2}, \gamma_{3}\right\}$ of the space-time $\mathbb{R}^{1,3}$ generating $\mathcal{C} \ell_{1,3}$ correspond to the basis $\left\{\mathbf{e}_{0}, \mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$ of the space-time $\mathbb{R}^{3,1}$ generating $\mathcal{C} \ell_{3,1}$,

$$
\mathbf{e}_{0}^{2}=-1, \mathbf{e}_{1}^{2}=\mathbf{e}_{2}^{2}=\mathbf{e}_{3}^{2}=1 \quad\left[\mathbf{e}_{\mu} \neq \pm i \gamma_{\mu}\right] .
$$

So the vectors $A^{0} \gamma_{0}+A^{1} \gamma_{1}+A^{2} \gamma_{2}+A^{3} \gamma_{3}$ and $A^{0} \mathbf{e}_{0}+A^{1} \mathbf{e}_{1}+A^{2} \mathbf{e}_{2}+A^{3} \mathbf{e}_{3}$ correspond to each other but have opposite squares

$$
\begin{aligned}
& \left(A^{0} \gamma_{0}+A^{1} \gamma_{1}+A^{2} \gamma_{2}+A^{3} \gamma_{3}\right)^{2}=\left(A^{0}\right)^{2}-\left(A^{1}\right)^{2}-\left(A^{2}\right)^{2}-\left(A^{3}\right)^{2} \\
& \left(A^{0} \mathbf{e}_{0}+A^{1} \mathbf{e}_{1}+A^{2} \mathbf{e}_{2}+A^{3} \mathbf{e}_{3}\right)^{2}=-\left(A^{0}\right)^{2}+\left(A^{1}\right)^{2}+\left(A^{2}\right)^{2}+\left(A^{3}\right)^{2}
\end{aligned}
$$

We shall go further and regard $A^{0} \gamma_{0}+A^{1} \gamma_{1}+A^{2} \gamma_{2}+A^{3} \gamma_{3} \in \mathbb{R}^{1,3} \subset \mathcal{C} \ell_{1,3}$ and $A^{0} \mathbf{e}_{0}+A^{1} \mathbf{e}_{1}+A^{2} \mathbf{e}_{2}+A^{3} \mathbf{e}_{3} \in \mathbb{R}^{3,1} \subset \mathcal{C} \ell_{3,1}$ as one and the same vector $\mathbf{A} \in \mathbb{R}^{4}$ embedded in two non-isomorphic algebras $\mathcal{C} \ell_{1,3}$ and $\mathcal{C} \ell_{3,1}$ which are identified as linear spaces by the correspondences

| $\mathcal{C} \ell_{1,3}$ | $\mathcal{C} \ell_{3,1}$ |  |
| :---: | :---: | :--- |
| 1 | 1 |  |
| $\gamma_{\mu}$ | $\mathbf{e}_{\mu}$ |  |
| $\gamma_{\mu} \wedge \gamma_{\nu}$ | $\mathbf{e}_{\mu} \wedge \mathbf{e}_{\nu} \quad\left(=\mathbf{e}_{\mu} \mathbf{e}_{\nu}\right.$ for $\left.\mu \neq \nu\right)$ |  |

[Note that $\gamma_{0}=\gamma^{0}$ and $A_{0}=A^{0}$ in $\mathcal{C} \ell_{1,3}$ whereas in $\mathcal{C} \ell_{3,1}$ we have $\mathbf{e}_{0}=-\mathbf{e}^{0}$ and $A_{0}=-A^{0}$ and that the numerical values of $A^{0}$ are the same in $\mathcal{C} \ell_{1,3}$ and $\mathcal{C} \ell_{3,1}$.]

The products in the Clifford algebras $\mathcal{C} \ell_{1,3}$ and $\mathcal{C} \ell_{3,1}$ are related to each other by (all the terms in this table are computed in $\mathcal{C} \ell_{1,3}$ )

| $\mathcal{C} \ell_{1,3}$ | $\mathcal{C} \ell_{3,1}$ |
| :---: | :---: |
| $a b$ | $b_{0} a_{0}+b_{0} a_{1}+b_{1} a_{0}-b_{1} a_{1}$ |

where $a_{0}=\operatorname{even}(a)$ and $a_{1}=\operatorname{odd}(a)$. For $a \in \mathcal{C} \ell_{1,3}$ we may sometimes emphasize that $\operatorname{opp}[a] \in \mathcal{C} \ell_{3,1}$ (or the other way round). In this notation, the products in the (graded) opposite algebras are related by ${ }^{1}$

$$
\operatorname{opp}[a b]=b_{0} a_{0}+b_{0} a_{1}+b_{1} a_{0}-b_{1} a_{1} .
$$

In this chapter we shall study the Maxwell equations and the Dirac equation in opposite metrics, in the quadratic spaces $\mathbb{R}^{1,3}$ and $\mathbb{R}^{3,1}$. In particular, we do not consider curved space-times, only flat space-times. In a flat space-time it is also possible to differentiate multivector fields, not only differential forms; we will focus on differentiating multivector fields.

## The Maxwell Equations in Opposite Metrics

There are a few changes of sign in the Maxwell equations in the quadratic spaces $\mathbb{R}^{3,1}$ and $\mathbb{R}^{1,3}$.

### 13.1 The Maxwell equations in $\mathbb{R}^{3,1}$

We use the following definitions for the potential $\mathbf{A}$, the current $\mathbf{J}$, the differential operator $\partial$, and the electromagnetic field $\mathbf{F}$ :

$$
\begin{aligned}
& A^{\alpha}=\left(\frac{1}{c} V, A_{x}, A_{y}, A_{z}\right), \quad A_{\alpha}=\left(-\frac{1}{c} V, A_{x}, A_{y}, A_{z}\right) \\
& J^{\alpha}=\left(\rho c, J_{x}, J_{y}, J_{z}\right), \quad J_{\alpha}=\left(-\rho c, J_{x}, J_{y}, J_{z}\right) \\
& \partial^{\alpha}=\left(-\frac{1}{c} \frac{\partial}{\partial t}, \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z}\right), \quad \partial_{\alpha}=\left(\frac{1}{c} \frac{\partial}{\partial t}, \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z}\right) \\
& \left(F^{01}, F^{02}, F^{03}\right)=\left(-\frac{1}{c} E_{x},-\frac{1}{c} E_{y},-\frac{1}{c} E_{z}\right) \\
& \left(F^{23}, F^{31}, F^{12}\right)=\left(-B_{x},-B_{y},-B_{z}\right) .
\end{aligned}
$$

This leads to the d'Alembert operator

$$
\partial^{\alpha} \partial_{\alpha}=\nabla^{2}-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}
$$

and the equation

$$
\partial^{\alpha} \partial_{\alpha} A^{\beta}=-\mu J^{\beta} .
$$

The equations

$$
\begin{aligned}
& \partial^{0} A^{1}-\partial^{1} A^{0}=-\frac{1}{c} \frac{\partial}{\partial t} A_{x}-\frac{\partial}{\partial x} \frac{V}{c}=\frac{1}{c} E_{x}, \ldots \\
& \partial^{1} A^{2}-\partial^{2} A^{1}=\frac{\partial}{\partial x} A_{y}-\frac{\partial}{\partial y} A_{x}=B_{z}, \ldots
\end{aligned}
$$

give

$$
F^{\alpha \beta}=-\left(\partial^{\alpha} A^{\beta}-\partial^{\beta} A^{\alpha}\right)
$$

and

$$
\begin{aligned}
& \partial_{\alpha} F^{\alpha 0}=\frac{\partial}{\partial x} \frac{E_{x}}{c}+\frac{\partial}{\partial y} \frac{E_{y}}{c}+\frac{\partial}{\partial z} \frac{E_{z}}{c}=\frac{1}{c} \nabla \cdot \vec{E}=\frac{\rho}{c \varepsilon}=\mu J^{0} \\
& \partial_{\alpha} F^{\alpha 1}=-\frac{1}{c} \frac{\partial}{\partial t} \frac{E_{x}}{c}+\frac{\partial}{\partial y} B_{z}-\frac{\partial}{\partial z} B_{y}=\mu J^{1}, \ldots
\end{aligned}
$$

give the Maxwell equations

$$
\partial_{\alpha} F^{\alpha \beta}=\mu J^{\beta} .
$$

In the Clifford algebra $\mathcal{C} \ell_{3,1}$ we have

$$
\begin{aligned}
& \partial=-\mathbf{e}_{0} \frac{1}{c} \frac{\partial}{\partial t}+\mathbf{e}_{1} \frac{\partial}{\partial x}+\mathbf{e}_{2} \frac{\partial}{\partial y}+\mathbf{e}_{3} \frac{\partial}{\partial z} \\
& \mathbf{F}=-\frac{1}{c} E_{x} \mathbf{e}_{01}-\frac{1}{c} E_{y} \mathbf{e}_{02}-\frac{1}{c} E_{z} \mathbf{e}_{03}-B_{x} \mathbf{e}_{23}-B_{y} \mathbf{e}_{31}-B_{z} \mathbf{e}_{12} \\
& \quad=\frac{1}{c} \vec{E} \mathbf{e}_{0}-\vec{B} \mathbf{e}_{123}
\end{aligned}
$$

$$
\mathbf{A}=\frac{1}{c} V \mathbf{e}_{0}+A_{x} \mathbf{e}_{1}+A_{y} \mathbf{e}_{2}+A_{z} \mathbf{e}_{3}
$$

$$
\mathbf{J}=c \rho \mathbf{e}_{0}+J_{x} \mathbf{e}_{1}+J_{y} \mathbf{e}_{2}+J_{z} \mathbf{e}_{3}
$$

and the equations

$$
\begin{aligned}
& \partial \mathbf{A}=\mathbf{e}_{01}\left(-\frac{1}{c} \frac{\partial}{\partial t} A_{x}-\frac{\partial}{\partial x} \frac{V}{c}\right)+\ldots+\mathbf{e}_{12}\left(\frac{\partial}{\partial x} A_{y}-\frac{\partial}{\partial y} A_{x}\right) \\
& \partial \mathbf{F}=\mathbf{e}_{0}\left(\frac{\partial}{\partial x} \frac{E_{x}}{c}+\frac{\partial}{\partial y} \frac{E_{y}}{c}+\frac{\partial}{\partial z} \frac{E_{z}}{c}\right)+\mathbf{e}_{1}\left(-\frac{1}{c^{2}} \frac{\partial}{\partial t} E_{x}-\frac{\partial}{\partial z} B_{y}+\frac{\partial}{\partial y} B_{z}\right)+\ldots
\end{aligned}
$$

which lead to

$$
\partial \mathbf{A}=-\mathbf{F}, \quad \partial \mathbf{F}=\mu \mathbf{J}, \quad \partial^{2} \mathbf{A}=-\mu \mathbf{J}
$$

The computations can be related to Gibbs' vector algebra as follows (here $c=1, \mu=1)$ :

$$
\begin{aligned}
\partial \mathbf{F} & =(\nabla \cdot \vec{E}) \mathbf{e}_{0}+(\nabla \wedge \vec{E}) \mathbf{e}_{0}+\nabla \times \vec{B}-(\nabla \cdot \vec{B}) \mathbf{e}_{123}-\mathbf{e}_{0} \frac{\partial \vec{E}}{\partial t} \mathbf{e}_{0}-\mathbf{e}_{0} \frac{\partial \vec{B}}{\partial t} \mathbf{e}_{123} \\
& =(\nabla \cdot \vec{E}) \mathbf{e}_{0}+\nabla \times \vec{B}-\frac{\partial \vec{E}}{\partial t}-(\nabla \cdot \vec{B}) \mathbf{e}_{123}+(\nabla \times \vec{E}) \mathbf{e}_{0123}+\frac{\partial \vec{B}}{\partial t} \mathbf{e}_{0123} \\
& =\rho \mathbf{e}_{0}+\vec{J}=\mathbf{J} \\
\partial \mathbf{A} & =\nabla \cdot \vec{A}+(\nabla \times \vec{A}) \mathbf{e}_{123}+(\nabla V) \mathbf{e}_{0}-\mathbf{e}_{0} \frac{\partial V}{\partial t} \mathbf{e}_{0}-\mathbf{e}_{0} \frac{\partial \vec{A}}{\partial t} \\
& =-\vec{E} \mathbf{e}_{0}+\vec{B} \mathbf{e}_{123}=-\mathbf{F}
\end{aligned}
$$

where in the last step we used $-\mathbf{e}_{0} \frac{\partial \vec{A}}{\partial t}=\frac{\partial \vec{A}}{\partial t} \mathbf{e}_{0}$.

### 13.2 The Maxwell equations in $\mathbb{R}^{1,3}$

We use the following definitions for the potential $\mathbf{A}$, the current $\mathbf{J}$, the differential operator $\partial$, and the electromagnetic field $\mathbf{F}$ :

$$
\begin{aligned}
& A^{\alpha}=\left(\frac{1}{c} V, A_{x}, A_{y}, A_{z}\right), \quad A_{\alpha}=\left(\frac{1}{c} V,-A_{x},-A_{y},-A_{z}\right) \\
& J^{\alpha}=\left(\rho c, J_{x}, J_{y}, J_{z}\right), \quad J_{\alpha}=\left(\rho c,-J_{x},-J_{y},-J_{z}\right) \\
& \partial^{\alpha}=\left(\frac{1}{c} \frac{\partial}{\partial t},-\frac{\partial}{\partial x},-\frac{\partial}{\partial y},-\frac{\partial}{\partial z}\right), \quad \partial_{\alpha}=\left(\frac{1}{c} \frac{\partial}{\partial t}, \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z}\right) \\
& \left(F^{01}, F^{02}, F^{03}\right)=\left(-\frac{1}{c} E_{x},-\frac{1}{c} E_{y},-\frac{1}{c} E_{z}\right) \\
& \left(F^{23}, F^{31}, F^{12}\right)=\left(-B_{x},-B_{y},-B_{z}\right) .
\end{aligned}
$$

This leads to the d'Alembert operator

$$
\partial^{\alpha} \partial_{\alpha}=\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}-\nabla^{2}
$$

and the equations

$$
\partial^{\alpha} \partial_{\alpha} A^{\beta}=\mu J^{\beta}
$$

The equations

$$
\begin{aligned}
& \partial^{0} A^{1}-\partial^{1} A^{0}=\frac{1}{c} \frac{\partial}{\partial t} A_{x}+\frac{\partial}{\partial x} \frac{V}{c}=-\frac{1}{c} E_{x}, \ldots \\
& \partial^{1} A^{2}-\partial^{2} A^{1}=-\frac{\partial}{\partial x} A_{y}+\frac{\partial}{\partial y} A_{x}=-B_{z}, \ldots
\end{aligned}
$$

give

$$
F^{\alpha \beta}=\partial^{\alpha} A^{\beta}-\partial^{\beta} A^{\alpha}
$$

and

$$
\begin{aligned}
& \partial_{\alpha} F^{\alpha 0}=\frac{\partial}{\partial x} \frac{E_{x}}{c}+\frac{\partial}{\partial y} \frac{E_{y}}{c}+\frac{\partial}{\partial z} \frac{E_{z}}{c}=\frac{1}{c} \nabla \cdot \vec{E}=\frac{\rho}{c \varepsilon}=\mu J^{0} \\
& \partial_{\alpha} F^{\alpha 1}=-\frac{1}{c} \frac{\partial}{\partial t} \frac{E_{x}}{c}+\frac{\partial}{\partial y} B_{z}-\frac{\partial}{\partial z} B_{y}=\mu J^{1}, \ldots
\end{aligned}
$$

give the Maxwell equations

$$
\partial_{\alpha} F^{\alpha \beta}=\mu J^{\beta}
$$

In the Clifford algebra $\mathcal{C} \ell_{1,3}$ we have

$$
\begin{aligned}
& \partial=\gamma_{0} \frac{1}{c} \frac{\partial}{\partial t}-\gamma_{1} \frac{\partial}{\partial x}-\gamma_{2} \frac{\partial}{\partial y}-\gamma_{3} \frac{\partial}{\partial z} \\
& \mathbf{F}=-\frac{1}{c} E_{x} \gamma_{01}-\frac{1}{c} E_{y} \gamma_{02}-\frac{1}{c} E_{z} \gamma_{03}-B_{x} \gamma_{23}-B_{y} \gamma_{31}-B_{z} \gamma_{12} \\
& \mathbf{A}=\frac{1}{c} V \gamma_{0}+A_{x} \gamma_{1}+A_{y} \gamma_{2}+A_{z} \gamma_{3} \\
& \mathbf{J}=c \rho \gamma_{0}+J_{x} \gamma_{1}+J_{y} \gamma_{2}+J_{z} \gamma_{3}
\end{aligned}
$$

and the equations

$$
\begin{aligned}
& \partial \mathbf{A}=\gamma_{01}\left(\frac{1}{c} \frac{\partial}{\partial t} A_{x}+\frac{\partial}{\partial x} \frac{V}{c}\right)+\ldots+\gamma_{12}\left(-\frac{\partial}{\partial x} A_{y}+\frac{\partial}{\partial y} A_{x}\right) \\
& \partial \mathbf{F}=\gamma_{0}\left(\frac{\partial}{\partial x} \frac{E_{x}}{c}+\frac{\partial}{\partial y} \frac{E_{y}}{c}+\frac{\partial}{\partial z} \frac{E_{z}}{c}\right)+\gamma_{1}\left(-\frac{1}{c^{2}} \frac{\partial}{\partial t} E_{x}-\frac{\partial}{\partial z} B_{y}+\frac{\partial}{\partial y} B_{z}\right)+\ldots
\end{aligned}
$$

which lead to

$$
\partial \mathbf{A}=\mathbf{F}, \quad \partial \mathbf{F}=\mu \mathbf{J}, \quad \partial^{2} \mathbf{A}=\mu \mathbf{J}
$$

### 13.3 Comparison of $\mathbb{R}^{3,1}$ and $\mathbb{R}^{1,3}$

The equation $\partial \mathbf{A}= \pm \mathbf{F}$ has opposite signs in opposite metrics. This means that the raising part $\partial \wedge \mathbf{A}= \pm \mathbf{F}$ has opposite signs in opposite metrics, whereas the lowering part $\partial\lrcorner \mathbf{A}=0$ is independent of metric. The Maxwell equations $\partial \mathbf{F}=\mu \mathbf{J}$ have the same signs in both metrics. This means that the lowering part $\partial\lrcorner \mathbf{F}=\mu \mathbf{J}$ is invariant under the metric swap (and that in both metrics $\partial \wedge \mathbf{F}=0$ ). The above unexpected results are consequences of our definition: the differential operator $\partial$ experiences a sign change under the metric swap, that is,

$$
\operatorname{opp}[\partial]=-\partial
$$

## Spinors and Observables in $\mathbb{R}^{3,1}$

In the rest of this chapter we shall study the Dirac equation, spinors and observables in $\mathbb{R}^{3,1}$. Our special concern will be the behavior of spinors under the transition to the opposite metric.

Since going to the opposite algebra interchanges left and right ideals, we will study real ideal spinors $\phi \in \mathcal{C} \ell_{1,3} \frac{1}{2}\left(1-\gamma_{03}\right)$ in conjunction with their opposite-reverses

$$
\underline{\phi}=\operatorname{opp}[\tilde{\phi}] \in \mathcal{C} \ell_{3,1} \frac{1}{2}\left(1+\mathbf{e}_{03}\right)
$$

(both $\phi$ and the opposite of its reverse $\phi$ are in left ideals). Clearly, opp $[\tilde{\phi}]=$ opp $[\phi]^{\sim}$.

For instance, the Dirac equation for the real ideal spinors, $\partial \phi \gamma_{21}=e \mathbf{A} \phi+m \phi$, $\phi \in \mathcal{C} \ell_{1,3} \frac{1}{2}\left(1-\gamma_{03}\right)$, is transformed by the opposite-reversion to $\partial \hat{\phi} \mathbf{e}_{21}=$ $e \mathbf{A} \hat{\phi}+m \underline{\phi}, \quad \underline{\phi} \in \mathcal{C} \ell_{3,1} \frac{1}{2}\left(1+\mathbf{e}_{03}\right),{ }^{2}$ and further by grade involution to

$$
\partial \underline{\phi} \mathbf{e}_{21}=e \mathbf{A} \underline{\phi}-m \underline{\phi} .
$$

However, this is not a nice formula, because we have to explain the occurrence of the grade involution in the last term. There are even more interpretational difficulties for the opposite-reverses $\psi=\operatorname{opp}[\tilde{\psi}]$ [of Dirac spinor $\psi=\psi \frac{1}{2}(1+$

[^31]$\left.\gamma_{0}\right) \frac{1}{2}\left(1+i \gamma_{12}\right)$ ] and $\Phi=\operatorname{opp}[\tilde{\Phi}]$ [of mother spinor $\Phi=\Phi \frac{1}{2}\left(1+\gamma_{0}\right)$ ], since $\psi \notin\left(\mathbb{C} \otimes \mathcal{C} \ell_{3,1}\right) \frac{1}{2}\left(1 \pm i \mathbf{e}_{0}\right)$ and $\underline{\Phi}$ is not in any proper left ideal of $\mathcal{C} \ell_{3,1}$. An obvious attempt for a possible solution would be to study $\underline{\eta}=\underline{2} \frac{1}{2}\left(1-i \mathbf{e}_{0}\right)$, but then (like evaluating $4 \psi \tilde{\psi}^{*}=Z$ in the case $\mathbb{R}^{1,3}$ ) for the aggregate of observables
$$
4 \underline{\eta} \underline{\eta}^{*}=\frac{1}{2}\left(\Omega_{1}-i \mathbf{J}-i \mathbf{S}+\mathbf{K} \mathbf{e}_{0123}+\Omega_{2} \mathbf{e}_{0123}\right), \quad \underline{\eta} \underline{\tilde{\eta}^{*}}=0
$$
and we would have the inconvenience of an extra factor $\frac{1}{2}$. This shortcoming could be circumvented by multiplying $\underline{\eta}$ by $\sqrt{2}$, but then the relation to the original Dirac spinor $\psi$ would be irrational. Again there is an obvious solution: multiply $\underline{\eta}$ by $1-i$, which has absolute value $\sqrt{2}$, and study instead the flip of the opposite-reverse, that is, the tilted spinor
$$
\underset{\sim}{\psi}=(1-i) \underline{\psi} \frac{1}{2}\left(1-i \mathbf{e}_{0}\right)=\underline{\psi} \frac{1}{2}\left(1-\mathbf{e}_{012}\right)\left(1-\mathbf{e}_{12}\right), \quad \underline{\psi}=\operatorname{opp}[\tilde{\psi}],
$$
for which
$$
4 \underset{\sim}{\psi}{\underset{\sim}{\psi}}^{*}=\Omega_{1}-i \mathbf{J}-i \mathbf{S}+\mathbf{K e}_{0123}+\Omega_{2} \mathbf{e}_{0123}, \quad \underset{\sim}{\psi} \tilde{\psi}^{*}=0 .
$$

The opposite-reverse of $\psi \gamma_{0}=\psi$ is $\underline{\hat{\psi}} \mathbf{e}_{0}=\underline{\psi}$. Therefore, we find

$$
(1+i) \underset{\sim}{\psi}=\underline{\psi}\left(1-i \mathbf{e}_{0}\right)=\underline{\psi}+i \underline{\psi}=(1+i) \underline{\psi}_{0}+(1-i) \underline{\psi}_{1}
$$

$\left[\underline{\psi}_{0}=\operatorname{even}(\underline{\psi}), \underline{\psi}_{1}=\operatorname{odd}(\underline{\psi})\right]$ which implies $\underset{\sim}{\psi}=\underline{\psi}_{0}-i \underline{\psi}_{1}$, or since $i \underline{\psi}=\underline{\psi} \mathbf{e}_{12}$,

$$
\underset{\sim}{\psi}=\underline{\psi}_{0}-\underline{\psi}_{1} \mathbf{e}_{12} \quad\left(\underline{\psi}=\operatorname{opp}[\tilde{\psi}], \quad \psi \in \mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) .
$$

Similarly, we define the tilted spinor for the mother of all real spinors $\Phi$ and for the real ideal spinor $\phi$ :

$$
\begin{array}{ll}
\Phi=\Phi_{0}-\underline{\Phi}_{1} \mathbf{e}_{12}=\Phi \frac{1}{2}\left(1-\mathbf{e}_{012}\right)\left(1-\mathbf{e}_{12}\right), & \underline{\Phi}=\operatorname{opp}[\tilde{\Phi}], \\
\underset{\sim}{\phi}=\underline{\phi}_{0}-\underline{\phi}_{1} \mathbf{e}_{12} \neq \underline{1} \frac{1}{2}\left(1-\mathbf{e}_{012}\right)\left(1-\mathbf{e}_{12}\right), & \underline{\phi}=\operatorname{opp}[\tilde{\phi}] .
\end{array}
$$

Of course, for the spinor operator $\underset{\sim}{\Psi}=\underline{\Psi}(=\operatorname{opp}[\tilde{\Psi}])$.
The transition back from $\left.\underset{\sim}{\psi} \in \mathbb{C} \mathbb{Q}^{-} \mathcal{C} \ell_{3,1}\right) \frac{1}{2}\left(1-i \mathbf{e}_{0}\right) \frac{1}{2}\left(1-i \mathbf{e}_{12}\right)$ to $\psi \in$ $\left(\mathbb{C} \otimes \mathcal{C} \ell_{1,3}\right) \frac{1}{2}\left(1+\gamma_{0}\right) \frac{1}{2}\left(1+i \gamma_{12}\right)$ is given by tilting again,

$$
\psi=\operatorname{opp}\left[\tilde{\psi}_{0}\right]-\operatorname{opp}\left[\tilde{\psi}_{1}\right] \gamma_{12}, \quad \underset{\sim}{\psi} \in \mathbb{C} \otimes \mathcal{C} \ell_{3,1},
$$

since

$$
\begin{gathered}
\operatorname{opp}\left[\underset{\sim}{\tilde{\psi}_{0}}\right]-\operatorname{opp}\left[\tilde{\psi}_{1}\right] \gamma_{12}=\left(\tilde{\psi}_{0}\right)^{\sim}-\operatorname{opp}\left[\left(-\psi_{1} \mathbf{e}_{12}\right)^{\sim}\right] \gamma_{12} \\
\quad=\psi_{0}-\left(-\gamma_{12} \tilde{\psi}_{1}\right)^{\sim} \gamma_{12}=\psi_{0}-\psi_{1} \gamma_{12} \gamma_{12} .
\end{gathered}
$$

### 13.4 The Dirac equation in $\mathbb{R}^{3,1}$

The opposite-reverse Dirac equation

$$
\partial \underline{\mathbf{e}_{21}}=e \mathbf{A} \underline{\phi}-m \hat{\phi}, \quad \underline{\phi} \in \mathcal{C} \ell_{3,1} \frac{1}{2}\left(1+\mathbf{e}_{03}\right)
$$

splits into even and odd parts $\left[\underline{\phi}_{0}=\operatorname{even}(\phi), \underline{\phi}_{1}=\operatorname{odd}(\underline{\phi})\right]$

$$
\begin{aligned}
& \partial \underline{\phi}_{1} \mathbf{e}_{21}=e \mathbf{A} \underline{\phi}_{1}-m \underline{\phi}_{0} \\
& \partial \underline{\phi}_{0} \mathbf{e}_{21}=e \mathbf{A} \underline{\phi}_{0}+m \underline{\phi}_{1} .
\end{aligned}
$$

Recalling that ${\underset{\sim}{0}}_{0}=\underline{\phi}_{0}$ and ${\underset{\sim}{1}}^{\phi_{1}} \underline{\phi}_{1} \mathbf{e}_{21}$ we find

$$
\begin{aligned}
& \partial{\underset{\sim}{0}}_{0}=e \mathbf{A}{\underset{\sim}{0}}_{0} \mathbf{e}_{12}-m{\underset{\sim}{\underset{\sim}{1}}}_{1}^{{\underset{\sim}{\alpha}}_{1}} \\
& \partial{\underset{\sim}{1}}^{1}=e \mathbf{A} \mathbf{e}_{12}-m
\end{aligned}
$$

which added together result in

$$
\partial \underset{\sim}{\phi}=e \mathbf{A} \underset{\sim}{\phi} \mathbf{e}_{12}-m \underset{\sim}{\phi}, \quad \underset{\sim}{\phi} \in \mathcal{C} \ell_{3,1} \frac{1}{2}\left(1+\mathbf{e}_{03}\right) .
$$

Similarly, the flip of the opposite-reverse, or simply tilted, Dirac spinor $\underset{\sim}{\psi}$ obeys

$$
\partial \underset{\sim}{\psi}=i e \mathbf{A} \underset{\sim}{\psi}-m \underset{\sim}{\underset{\sim}{x}}, \quad \underset{\sim}{\psi} \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{3,1}\right) \frac{1}{2}\left(1-i \mathbf{e}_{0}\right) \frac{1}{2}\left(1-i \mathbf{e}_{12}\right),
$$

a formula found essentially in Benn \& Tucker 1987 p. 284 (and p. 256). So the tilted mother spinor $\Phi=4 \operatorname{Re}(\underset{\sim}{\psi})=\underset{\sim}{\Psi}\left(1-\mathbf{e}_{012}\right)^{3}$ obeys

$$
\partial \Phi=e \mathbf{A} \Phi \mathbf{e}_{12}-m \Phi, \quad \Phi \in \mathcal{C} \ell_{3,1} \frac{1}{2}\left(1-\mathbf{e}_{012}\right)
$$

which decomposed into even and odd parts (and recalling that $\Phi_{0}=-\Phi_{1} \mathbf{e}_{012}$, $\left.\Phi_{1}=-\Phi_{0} \mathbf{e}_{012}\right)$ results in the Dirac-Hestenes equation in the opposite metric,

$$
\partial{\underset{\sim}{\mathbf{~}}}_{21}-e \mathbf{A} \underset{\sim}{\mathbf{\Psi}}=m \underset{\sim}{\Psi} \mathbf{e}_{0}
$$

where $\underset{\sim}{\Psi}: \mathbb{R}^{3,1} \rightarrow \mathcal{C} \ell_{3,1}^{+}$.

### 13.5 Bilinear covariants in $\mathbb{R}^{3,1}$

Recall that for $\underset{\sim}{\psi} \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{3,1}\right) \frac{1}{2}\left(1-i \mathbf{e}_{0}\right) \frac{1}{2}\left(1-i \mathbf{e}_{12}\right)$

$$
4 \underset{\sim}{\psi}{\underset{\sim}{\psi}}^{*}=\Omega_{1}-i \mathbf{J}-i \mathbf{S}+\mathbf{K e}_{0123}+\Omega_{2} \mathbf{e}_{0123}, \quad \underset{\sim}{\psi} \underset{\sim}{\underset{\sim}{\tilde{}}}{ }^{*}=0 .
$$

Compute the bilinear covariants in the opposite metric $\mathbb{R}^{3,1}$ :
$\overline{3 \text { Note that } \underset{\sim}{\Phi}=\underset{\sim}{\phi}\left(1-\mathrm{e}_{123}\right) \text { and } \underset{\sim}{\phi}}=\Phi \frac{1}{2}\left(1+\mathrm{e}_{03}\right)$.

$$
\begin{aligned}
& \Omega_{1}=4\left\langle\bar{\psi}_{\sim}^{*} \underset{\sim}{\psi}\right\rangle_{0} \\
& J_{\mu}=4\left\langle{\underset{\sim}{\psi}}^{*} i \mathbf{e}_{\mu} \underset{\sim}{\psi}\right\rangle_{0} \quad\left(J^{0}=-J_{0}\right) \\
& S_{\mu \nu}=-4\left\langle\bar{\sim}^{*}{ }^{*} \mathbf{e}_{\mu \nu} \underset{\sim}{\psi}\right\rangle_{0} \\
& K_{\mu}=-4\left\langle\tilde{\psi}^{*} \mathbf{e}_{0123} \mathbf{e}_{\mu} \underset{\sim}{\psi}\right\rangle_{0} \\
& \Omega_{2}=-4\left\langle\bar{\psi}_{\sim}^{*} \mathbf{e}_{0123} \underset{\sim}{\psi}\right\rangle_{0} .
\end{aligned}
$$

(Observe that the coordinates $J^{\mu}$ of $\mathbf{J}$ have the same numerical values in $\mathcal{C} \ell_{1,3}$ and $\mathcal{C} \ell_{3,1}$. In contrast, the coordinates $J_{\mu}$ are opposite in $\mathcal{C} \ell_{1,3}$ and $\mathcal{C} \ell_{3,1}$.)

### 13.6 Fierz identities in $\mathbb{R}^{3,1}$

The Fierz identities in the opposite metric are

$$
\begin{array}{ll}
\mathbf{J}^{2}=-\left(\Omega_{1}^{2}+\Omega_{2}^{2}\right), & \mathbf{K}^{2}=-\mathbf{J}^{2} \\
\mathbf{J} \cdot \mathbf{K}=0, & \mathbf{J} \wedge \mathbf{K}=-\left(\Omega_{2}+\mathbf{e}_{0123} \Omega_{1}\right) \mathbf{S}
\end{array}
$$

Note also that $\mathbf{S}^{2}=\left(\Omega_{2}-\mathbf{e}_{0123} \Omega_{1}\right)^{2}$.
Exercise. Derive the real theory from the mother of all real tilted spinors $4 \operatorname{Re}(\underset{\sim}{\psi})=\Phi=\Phi \frac{1}{2}\left(1-\mathbf{e}_{012}\right) \in \mathcal{C} \ell_{3,1} \frac{1}{2}\left(1-\mathbf{e}_{012}\right)$.

### 13.7 Decomposition of boomerangs in $\mathbb{R}^{3,1}$

Write for $\underset{\sim}{\psi} \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{3,1}\right) \frac{1}{2}\left(1-i \mathbf{e}_{0}\right) \frac{1}{2}\left(1-i \mathbf{e}_{12}\right)$

$$
\begin{array}{ll}
Z=4 \underset{\sim}{\psi} \bar{\sim}^{*} & \\
K=\Omega_{1}+\mathbf{K e}_{0123}+\Omega_{2} \mathbf{e}_{0123}, & L=-\mathbf{J}-\mathbf{S} \\
\underset{\sim}{S}=\Omega_{1}-i \mathbf{S}+\Omega_{2} \mathbf{e}_{0123}, & \underset{\sim}{\Sigma}=1-i \mathbf{e}_{0123} \mathbf{J K}^{-1} \\
P=\Omega_{1}-i \mathbf{J}+\Omega_{2} \mathbf{e}_{0123}, & \Pi=1-i \mathbf{J}\left(\Omega_{1}+\Omega_{2} \mathbf{e}_{0123}\right)^{-1} \\
\Gamma=K\left(\Omega_{1}+\Omega_{2} \mathbf{e}_{0123}\right)^{-1} &
\end{array}
$$

$\left[Z, K, P, \Pi, \Gamma\right.$ are not the same as those in the case of $\mathbb{R}^{1,3}$ but instead as a sample $Z$ in $\mathbb{C} \otimes \mathcal{C} \ell_{3,1}$ is obtained by sending $Z$ in $\mathbb{C} \otimes \mathcal{C} \ell_{1,3}$ to $\operatorname{even}(\tilde{Z})-$ $i \operatorname{odd}(\tilde{Z})]$. Then

$$
\begin{aligned}
Z & =K+i L=K \underset{\sim}{\sum}=\underset{\sim}{\sum} K=\Pi K=K \bar{\Pi}^{*} \quad\left(\neq K \Pi \text { unless } \Omega_{2}=0\right) \\
& =P \underset{\sim}{\Sigma}=\underset{\sim}{\sum} P=\Pi \underset{\sim}{S}=\underset{\sim}{S} \bar{\Pi}^{*} \\
& =\Gamma P=P \bar{\Gamma} \quad \text { (no complex conjugation) } \\
& =K\left(1+i \frac{1}{2 \Omega_{1}} L\right)
\end{aligned}
$$

$$
\begin{array}{ll}
K^{2}=2 \Omega_{1} K=-L^{2}, & K L=L K=2 \Omega_{1} L \\
\Pi=P\left(\Omega_{1}+\Omega_{2} \mathbf{e}_{0123}\right)^{-1}, & \underset{\sim}{\sum}=\underset{\sim}{S}\left(\Omega_{1}+\Omega_{2} \mathbf{e}_{0123}\right)^{-1} .
\end{array}
$$

13.8 Multiplication by $i=\sqrt{-1}$ in $\mathbb{C} \otimes \mathcal{C} \ell_{3,1}$

Write

$$
\begin{aligned}
& j=\left(\Omega_{1}-\Omega_{2} \mathbf{e}_{0123}\right)^{-1} \mathbf{J}=-\mathbf{e}_{0123} \mathbf{S K} K^{-1}=\underset{\sim}{\Psi} \mathbf{e}_{0}{\underset{\Psi}{ }}^{-1} \\
& \underset{\sim}{s}=\mathbf{e}_{0123} \mathbf{J K}^{-1}=\left(\Omega_{1}+\Omega_{2} \mathbf{e}_{0123}\right)^{-1} \mathbf{S}=\underset{\sim}{\Psi} \mathbf{e}_{12} \underset{\sim}{\Psi^{-1}} .
\end{aligned}
$$

Then $K=j L=s L, \Pi=1-i j$ and $\underset{\sim}{\Sigma}=1-i \underset{\sim}{s}$. Also

$$
\begin{aligned}
& i \underset{\sim}{\psi}=j \underset{\sim}{\psi}=\underset{\sim}{s} \underset{\sim}{\psi}=\underset{\sim}{\psi} \mathbf{e}_{12}=\underset{\sim}{\psi} \mathbf{e}_{0} \neq \underset{\sim}{\psi} \mathbf{e}_{0123} \quad \text { tilted Dirac } \\
& j \Phi=\underset{\sim}{\Phi} \Phi=\Phi \mathrm{e}_{12}=\Phi \mathrm{e}_{0} \quad \text { tilted mother } \\
& j \underset{\sim}{\phi}=\underset{\sim}{s} \phi=\underset{\sim}{\phi} \mathbf{e}_{12}=\underset{\sim}{\phi} \mathbf{e}_{0123} \neq \underset{\sim}{\phi} \mathbf{e}_{0} \quad \text { tilted ideal } \\
& \underset{\sim}{s} \Psi=\underset{\sim}{\Psi} \mathrm{e}_{12} \quad \text { (but } j \underset{\sim}{\Psi} \mathrm{e}_{0}=-\Psi \text { ) operator. }
\end{aligned}
$$

### 13.9 Some differences between $\mathcal{C} \ell_{1,3}$ and $\mathcal{C} \ell_{3,1}$

Compute as a sample in $\mathcal{C} \ell_{3,1}$

$$
\begin{array}{lll}
\Phi \tilde{\Phi}=0, & \frac{1}{2} \Phi \bar{\Phi}=K, & \frac{1}{2} \Phi \mathbf{e}_{0} \bar{\Phi}=-L \\
& \frac{1}{2} \Phi \mathbf{e}_{3} \bar{\Phi}=0, & \frac{1}{2} \Phi \mathbf{e}_{3} \tilde{\Phi}=-K \mathbf{e}_{0123}
\end{array}
$$

Note that

$$
\left\langle P \gamma_{0} \tilde{P} \gamma_{0}\right\rangle_{0}=\left\langle Q \gamma_{0} \tilde{Q} \gamma_{0}\right\rangle_{0}>0 \quad \text { for non-zero } \quad \psi \in \mathbb{C} \otimes \mathcal{C} \ell_{1,3}
$$

while

$$
\begin{array}{ll}
\left\langle K \mathbf{e}_{0} \tilde{K} \mathbf{e}_{0}\right\rangle_{0}=\left\langle L \mathbf{e}_{0} \tilde{L} \mathbf{e}_{0}\right\rangle_{0} \gtrless 0 \quad \text { for non-zero } \quad \underset{\sim}{\psi} \in \mathbb{C} \otimes \mathcal{C} \ell_{3,1} \\
\left\langle K \mathbf{e}_{0} \bar{K} \mathbf{e}_{0}^{-1}\right\rangle_{0} \neq\left\langle L \mathbf{e}_{0} \bar{L} \mathbf{e}_{0}^{-1}\right\rangle_{0}>0
\end{array}
$$

so that it is possible that $K=0$ while $L \neq 0$ (this happens in the case $\Omega_{1}=\Omega_{2}=0, \mathbf{K}=0$ of Majorana spinors).

### 13.10 Charge conjugate in $\mathbb{R}^{3,1}$

The charge conjugate of the tilted Dirac spinor is obtained as follows:

$$
\begin{aligned}
\psi_{\mathcal{C}} & =\hat{\psi}^{*} \gamma_{1} \text { take opposite-reverse } \underline{\psi}_{\mathcal{C}}=\underline{\psi}^{*} \mathbf{e}_{1} \text { and tilt } \\
{\underset{\sim}{\mathcal{C}}}^{C} & =(1-i) \underline{\psi}^{*} \mathbf{e}_{1} \frac{1}{2}\left(1-i \mathbf{e}_{0}\right)=(1-i) \underline{\psi}^{*} \frac{1}{2}\left(1+i \mathbf{e}_{0}\right) \mathbf{e}_{1} \\
& =\left[(1+i) \underline{(1)} 2\left(1-i \mathbf{e}_{0}\right)\right]^{*} \mathbf{e}_{1}=-i\left[(1-i) \underline{\psi} \frac{1}{2}\left(1-i \mathbf{e}_{0}\right)\right]^{*} \mathbf{e}_{1} \\
& =-i{\underset{\sim}{\psi}}^{*} \mathbf{e}_{1}=-{\underset{\psi}{\psi}}^{*} \mathbf{e}_{1} \mathbf{e}_{12}=-{\underset{\psi}{*}}^{*} \mathbf{e}_{2} \quad \text { or } \\
& =-{\underset{\sim}{*}}^{*} \mathbf{e}_{1} \mathbf{e}_{0}={\underset{\psi}{*}}^{*} \mathbf{e}_{01} \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{3,1}\right) \frac{1}{2}\left(1-i \mathbf{e}_{0}\right) \frac{1}{2}\left(1-i \mathbf{e}_{12}\right) .
\end{aligned}
$$

## Numerical Example

Start from $\mathcal{C} \ell_{1,3}$. Take a column spinor

$$
\psi=\left(\begin{array}{c}
4+3 i \\
1+6 i \\
5+2 i \\
2+i
\end{array}\right) \in \mathbb{C}^{4}
$$

Then $Z=4 \psi \psi^{\dagger} \gamma_{0}$

$$
\begin{aligned}
& =4\left(\begin{array}{cccc}
25 & 22-21 i & -26-7 i & -11-2 i \\
22+21 i & 37 & -17-28 i & -8-11 i \\
26-7 i & 17-28 i & -29 & -12+i \\
11-2 i & 8-11 i & -12-i & -5
\end{array}\right) \\
& =\Omega_{1}+\mathbf{J}+i \mathbf{S}+i \mathbf{K} \gamma_{0123}+\Omega_{2} \gamma_{0123}
\end{aligned}
$$

where

$$
\begin{aligned}
& \Omega_{1}=28 \\
& \mathbf{J}=96 \gamma_{0}+56 \gamma_{1}+52 \gamma_{2}+36 \gamma_{3} \\
& \mathbf{S}=60 \gamma_{01}-12 \gamma_{02}-8 \gamma_{03}-36 \gamma_{12}-40 \gamma_{13}+20 \gamma_{23} \\
& \mathbf{K}=68 \gamma_{0}+68 \gamma_{1}+44 \gamma_{2}+12 \gamma_{3} \\
& \Omega_{2}=-36
\end{aligned}
$$

In the opposite algebra $\mathcal{C} \ell_{3,1}$ we must first fix the matrix representation, for instance, using the Pauli spin matrices $\sigma_{k}$,

$$
\mathbf{e}_{0}=\left(\begin{array}{cc}
i & 0 \\
0 & -i
\end{array}\right), \quad \mathbf{e}_{k}=\left(\begin{array}{cc}
0 & \sigma_{k} \\
\sigma_{k} & 0
\end{array}\right)
$$

corresponding to the tilted primitive idempotent

$$
\underset{\sim}{f}=\frac{1}{2}\left(1-i \mathbf{e}_{0}\right) \frac{1}{2}\left(1-i \mathbf{e}_{12}\right)
$$

and the tilted spinor basis

$$
\begin{array}{ll}
\underset{\sim}{f} & =\frac{1}{4}\left(1-i \mathbf{e}_{0}-i \mathbf{e}_{12}-\mathbf{e}_{012}\right) \\
{\underset{\sim}{x}}_{2}=\frac{1}{4}\left(\mathbf{e}_{13}-i \mathbf{e}_{23}-i \mathbf{e}_{013}-\mathbf{e}_{023}\right) & =\mathbf{e}_{13} \underset{\sim}{f} \\
\underset{\sim}{f} & =\frac{1}{4}\left(\mathbf{e}_{3}+i \mathbf{e}_{03}-i \mathbf{e}_{123}+\mathbf{e}_{0123}\right) \\
& =\mathbf{e}_{3} \underset{\sim}{f} \\
\underset{\sim}{f} & =\frac{1}{4}\left(\mathbf{e}_{1}-i \mathbf{e}_{2}+i \mathbf{e}_{01}+\mathbf{e}_{02}\right)
\end{array}
$$

Then the tilted spinor is

$$
\underset{\sim}{\psi}=\left(\begin{array}{l}
4+3 i \\
1+6 i \\
2-5 i \\
1-2 i
\end{array}\right)
$$

and the boomerang $Z=4 \underset{\sim}{\psi}{\underset{\sim}{\psi}}^{\dagger}\left(-i \mathbf{e}_{0}\right)=4 \underset{\sim}{\psi}{\underset{\sim}{\psi}}^{\dagger} i \mathbf{e}^{0}$

$$
\begin{aligned}
& =4\left(\begin{array}{cccc}
25 & 22-21 i & 7-26 i & 2-11 i \\
22+21 i & 37 & 28-17 i & 11-8 i \\
-7-26 i & -28-17 i & -29 & -12+i \\
-2-11 i & -11-8 i & -12-i & -5
\end{array}\right) \\
& =\Omega_{1}-i \mathbf{J}-i \mathbf{S}+\mathbf{K e}_{0123}+\Omega_{2} \mathbf{e}_{0123}
\end{aligned}
$$

where

$$
\begin{aligned}
& \Omega_{1}=28 \\
& \mathbf{J}=96 \mathbf{e}_{0}+56 \mathbf{e}_{1}+52 \mathbf{e}_{2}+36 \mathbf{e}_{3} \\
& \mathbf{S}=60 \mathbf{e}_{01}-12 \mathbf{e}_{02}-8 \mathbf{e}_{03}-36 \mathbf{e}_{12}-40 \mathbf{e}_{13}+20 \mathbf{e}_{23} \\
& \mathbf{K}=68 \mathbf{e}_{0}+68 \mathbf{e}_{1}+44 \mathbf{e}_{2}+12 \mathbf{e}_{3} \\
& \Omega_{2}=-36
\end{aligned}
$$

Note that for $u \in \mathbb{C} \otimes \mathcal{C} \ell_{3,1}, \bar{u}^{*}=\mathbf{e}_{0} u^{\dagger} \mathbf{e}_{0}^{-1}$.
Note that $Z$ for $\mathbb{R}^{1,3}$ and $Z$ for $\mathbb{R}^{3,1}$ are related via a similarity transformation by $\frac{1}{\sqrt{2}}\left(I+i \gamma_{0}\right)$.

## Summary

To realize the transition to the opposite metric we use the rules

$$
\operatorname{opp}[\partial]=-\partial \quad \text { and } \quad \operatorname{opp}[a b]=b_{0} a_{0}+b_{0} a_{1}+b_{1} a_{0}-b_{1} a_{1}
$$

and apply reversion to get the tilted spinors also in left ideals. Thus, the two sides of $\partial \mathbf{A}=\mathbf{F}$ in $\mathbb{R}^{1,3}$ are transformed as

$$
\begin{aligned}
& \operatorname{opp}[\partial \mathbf{A}]^{\sim}=-(-\partial) \tilde{\mathbf{A}}=\partial \mathbf{A} \\
& \left.\operatorname{opp}^{\mathbf{F}}\right]^{\sim}=\tilde{\mathbf{F}}=-\mathbf{F}
\end{aligned}
$$

and so we have $\partial \mathbf{A}=-\mathbf{F}$ in $\mathbb{R}^{3,1}$. The two sides of $\partial \mathbf{F}=\mathbf{J}$ in $\mathbb{R}^{1,3}$ are transformed as

$$
\begin{aligned}
& \operatorname{opp}[\partial \mathbf{F}]^{\sim}=(-\partial) \tilde{\mathbf{F}}=\partial \mathbf{F} \\
& \operatorname{opp}[\mathbf{J}]^{\sim}=\tilde{\mathbf{J}}=\mathbf{J}
\end{aligned}
$$

and so we have $\partial \mathbf{F}=\mathbf{J}$ in $\mathbb{R}^{\mathbf{3 , 1}}$. The terms of $\partial \Psi \gamma_{21}-e \mathbf{A} \Psi=m \Psi \gamma_{0}$ in $\mathbb{R}^{1, \mathbf{3}}$ are transformed as

$$
\begin{aligned}
& \operatorname{opp}\left[\partial \Psi \gamma_{21}\right]^{\sim}=(-\partial) \tilde{\Psi} \tilde{\mathbf{e}}_{21}=\partial \tilde{\Psi} \mathbf{e}_{21} \\
& \operatorname{opp}[\mathbf{A} \Psi]^{\sim}=\tilde{\mathbf{A}} \tilde{\Psi}=\mathbf{A} \tilde{\Psi} \\
& \operatorname{opp}\left[\Psi \gamma_{0}\right]^{\sim}=\tilde{\Psi} \tilde{\mathbf{e}}_{0}=\tilde{\Psi} \mathbf{e}_{0}
\end{aligned}
$$

and so we have $\partial \tilde{\Psi} \mathbf{e}_{21}-e \mathbf{A} \tilde{\Psi}=m \tilde{\Psi} \mathbf{e}_{0}$ in $\mathbb{R}^{3,1}$. [Earlier in this chapter we wrote $\Psi$ for $\tilde{\Psi}$.] Note in particular that the Dirac-Hestenes equation has the same form in both metrics, only the spinor operators are reversed. For complex ideal spinors the situation is more complicated, an extra flip is needed to complete the metric tilt.

In our differential operator

$$
\partial=\mathrm{e}^{0} \frac{\partial}{\partial x^{0}}+\mathrm{e}^{1} \frac{\partial}{\partial x^{1}}+\mathrm{e}^{2} \frac{\partial}{\partial x^{2}}+\mathrm{e}^{3} \frac{\partial}{\partial x^{3}}
$$

we have used an orthonormal basis, but this formula gives the same $\partial$ for any basis $\left\{\mathbf{e}_{0}, \mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$ for $\mathbb{R}^{\mathbf{3}, 1}$ when $\mathbf{e}^{\mu} \cdot \mathbf{e}_{\nu}=\delta_{\nu}^{\mu}$, that is, when $\left\{\mathbf{e}_{0}, \mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$ and $\left\{\mathbf{e}^{0}, \mathbf{e}^{1}, \mathbf{e}^{2}, \mathbf{e}^{3}\right\}$ are reciprocal. In this sense our differential operator is not only Lorentz covariant but also invariant under all of $G L(4, \mathbb{R})$.

Note that the raising differential $\partial \wedge \mathbf{f}$ is metric dependent and therefore it is not related to the exterior differential $d \wedge f$ [in a metric inpendent way]. In general, in dimension $n$, not necessarily $n=4$, the lowering differential $\partial\lrcorner \mathbf{f}$ is metric independent and related to the exterior differential by

$$
\left.\left.\partial\lrcorner \mathbf{f}= \pm\left[d \wedge(\mathbf{f}\lrcorner w^{*}\right)\right]\right\lrcorner \mathbf{w}
$$

for an $n$-volume $\mathbf{w} \in \bigwedge^{n} V$ such that $\left.w^{*}\right\lrcorner \mathbf{w}=1$ for $w^{*} \in \bigwedge^{n} V^{*}$. The relation $\left.(\partial\lrcorner \mathbf{f})\lrcorner \mathbf{w}=d \wedge(\mathbf{f}\lrcorner w^{*}\right)$ requires identification of multivector-valued functions with differential forms, which is possible only in flat spaces, while multivectors cannot be differentiated on curved spaces. Such an identification can be carried out by lowering the coordinate-indices of a multivector by means of the metric tensor $g_{\mu \nu}$ (or raising the indices of a differential form by the inverse $g^{\mu \nu}$ ).

## Exercises

Show that

1. $\Psi \mathrm{e}_{0} \bar{\Psi}=\mathbf{J} . \quad$ 2. $\underset{\sim}{\Psi} \mathrm{e}_{12} \underset{\sim}{\Psi}=\mathbf{S}$.
2. $\underset{\sim}{\Psi}\left(1-i \mathbf{e}_{0}\right)\left(1-i \mathbf{e}_{12}\right) \underset{\Psi}{\Psi}=K+i L$.
3. $\underset{\sim}{\phi} \mathbf{e}_{0} \bar{\phi}=-L$.

4. $\underline{\psi}_{0}+\underline{\psi}_{1} \mathbf{e}_{12} \in\left(\mathbb{C} \otimes \mathcal{C} \ell_{3,1}\right) \frac{1}{2}\left(1+i \mathbf{e}_{0}\right)$.

Write $\operatorname{flip}(u)=u_{0}-u_{1} \mathbf{e}_{12}$ and recall that the opposite-reverse of $\mathbf{A} \psi$ is $\mathbf{A} \hat{\psi}$ (for a vector A). Show that
7. $\operatorname{flip}(\mathbf{A} \hat{\psi})=-\mathbf{A} \underset{\sim}{\psi} \mathbf{e}_{12} \quad\left[\Rightarrow \partial \underset{\sim}{\psi}=e \mathbf{A} \underset{\sim}{\psi} \mathbf{e}_{12}-m \underset{\sim}{\psi}\right]$.
8. $\mathbf{A} \psi$ and $\mathbf{A} \Phi=4 \operatorname{Re}(\mathbf{A} \psi)$ correspond to $\mathbf{A} \Psi \gamma_{0}=\operatorname{even}(\mathbf{A} \Phi)$, and in the opposite algebra to $-\mathbf{A} \underset{\sim}{\Psi} \mathbf{e}_{0}$.
9. $4{\underset{\sim}{\mathcal{C}}}_{\mathcal{C}}{\underset{\mathcal{T}}{\mathcal{C}}}_{*}=-4\left(\underset{\sim}{\psi}{\underset{\sim}{\psi}}^{*}\right)^{*}$. [This means that $\mathbf{J}, \mathbf{S}$ are preserved under charge conjugation while $\Omega_{1}, \mathbf{K}, \Omega_{2}$ swap their signs - as in $\mathbb{R}^{1,3}$. This should be contrasted with Crumeyrolle ( 1990 p. 135, l. -9 ), who considers charge conjugation in conjunction with a scalar product of spinors induced by the reversion (composed with complex conjugation), in which case $\mathbf{S}, \mathbf{K}$ are preserved and $\Omega_{1}, \mathbf{J}, \Omega_{2}$ swap signs. Crumeyrolle's numerical results are not directly related to the Bjorken \& Drell formulation of the Dirac theory, as he induces spinor spaces by totally isotropic subspaces of $\mathbb{C} \otimes \mathbb{R}^{3,1}$. To relate the results one must permute the primitive idempotents by an algebra automorphism of the Clifford algebra in such a way that dimension grades are mixed. The next exercise gives a hint on how the scalar product of spinors induced by the reversion (composed with complex conjugation) can be used to find the bilinear covariants.]
10. $K_{\mu}=4\left\langle\tilde{\sim}^{*} \mathbf{e}_{\mu} \underset{\sim}{\psi}\right\rangle_{1} \cdot \mathbf{e}_{3}$ (find similar formulas for $J_{\mu}, S_{\mu \nu}$ ).

In the next exercise we have a scalar product of spinors induced by the reversion alone without composing it with complex conjugation.
11. Take a Majorana spinor $\underset{\sim}{\psi}={\underset{\sim}{c}}^{\mathcal{c}}$ with bilinear covariants $\mathbf{J}, \mathbf{S}=\mathbf{J} \wedge \mathbf{s}$.

Then the Weyl spinor $u=\frac{1}{2}\left(1 \widetilde{+} i \mathbf{e}_{0123}\right) \underset{\sim}{\psi}$ has charge conjugate $u_{\mathcal{C}}=\frac{1}{2}\left(1-i \mathrm{e}_{0123}\right) \underset{\sim}{\psi}$ so that $\underset{\sim}{\psi}=u+u_{\mathcal{C}}$. Show that

$$
\begin{align*}
& \mathbf{J}\left(u+u_{\mathcal{C}}\right)=0  \tag{3.1.21}\\
& \mathbf{s}\left(u+u_{\mathcal{C}}\right)=-\left(u+u_{\mathcal{C}}\right)  \tag{3.1.25}\\
& 4\left\langle i u \mathbf{e}_{13} \tilde{u}_{\mathcal{C}}\right\rangle_{1}=\frac{1}{2} \mathbf{J}  \tag{3.1.28}\\
& \operatorname{Re}\left(4 i u \mathbf{e}_{13} \tilde{u}\right)=-\frac{1}{2} \mathbf{S}  \tag{3.1.29}\\
& 4 \underset{\sim}{\psi} \mathbf{e}_{13} \tilde{\psi}{\underset{\mathbf{\psi}}{0123}}{ }_{012}=\mathbf{J}+\mathbf{S} \tag{3.1.30/31}
\end{align*}
$$

The numbering on the right refers to Benn \& Tucker 1987 pp. 113-116. Try to work out a translation to their notation, and discuss the physical relevance of the connection between the Majorana and Weyl spinors. Hint: $u_{\mathcal{C}}=\hat{u}^{*} \mathbf{e}_{13}$ while $u=\frac{1}{2}\left(1+i \mathbf{e}_{0123}\right) \underset{\sim}{\psi}$. Benn \& Tucker use the scalar product of spinors

$$
(\underset{\sim}{\psi}, \underset{\sim}{\varphi}) \rightarrow \mathbf{e}_{13} \underset{\sim}{\tilde{\psi}} \underset{\sim}{\varphi} \in \underset{\sim}{f}\left(\mathbb{C} \otimes \mathcal{C} \ell_{3,1}\right) \underset{\sim}{f} \simeq \mathbb{C} .
$$
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## 14

## Definitions of the Clifford Algebra

In this chapter we shall for the first time give a formal definition of the Clifford algebra. There are several definitions, suitable for different purposes. In mathematics, definitions serve as premises for deductions; in physics, however, definitions are more or less secondary and serve as characterizations. We shall review Clifford's original definition, its basis-free variation given as a deformation of the exterior algebra, definition by the universal property, which does not guarantee existence, and the definition as an ideal of the tensor algebra. The construction of Chevalley, where Clifford algebra is regarded as a subalgebra of the endomorphism algebra of the exterior algebra, is postponed till the discussion on characteristic 2 . The definitions by the multiplication table of the basis elements, and by index sets, are postponed till the chapter on the Walsh functions. The definition of Clifford algebras as group algebras of extra-special groups will be omitted.

### 14.1 Clifford's original definition

Grassmann's exterior algebra $\bigwedge \mathbb{R}^{n}$ of the linear space $\mathbb{R}^{n}$ is an associative algebra of dimension $2^{n}$. In terms of a basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}\right\}$ for $\mathbb{R}^{n}$ the exterior algebra $\wedge \mathbb{R}^{n}$ has a basis

1

$$
\begin{aligned}
& \mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n} \\
& \mathbf{e}_{1} \wedge \mathbf{e}_{2}, \mathbf{e}_{1} \wedge \mathbf{e}_{3}, \ldots, \mathbf{e}_{1} \wedge \mathbf{e}_{n}, \mathbf{e}_{2} \wedge \mathbf{e}_{3}, \ldots, \mathbf{e}_{n-1} \wedge \mathbf{e}_{n} \\
& \vdots \\
& \mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \ldots \wedge \mathbf{e}_{n}
\end{aligned}
$$

The exterior algebra has a unity 1 and satisfies the multiplication rules

$$
\begin{aligned}
& \mathbf{e}_{i} \wedge \mathbf{e}_{j}=-\mathbf{e}_{j} \wedge \mathbf{e}_{i} \quad \text { for } \quad i \neq j \\
& \mathbf{e}_{i} \wedge \mathbf{e}_{i}=0
\end{aligned}
$$

Clifford 1882 kept the first rule but altered the second rule, and arrived at the multiplication rules

$$
\begin{aligned}
& \mathbf{e}_{i} \mathbf{e}_{j}=-\mathbf{e}_{j} \mathbf{e}_{i} \text { for } i \neq j, \\
& \mathbf{e}_{i} \mathbf{e}_{i}=1 .
\end{aligned}
$$

This time $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}\right\}$ is an orthonormal basis for the positive definite Euclidean space $\mathbb{R}^{n}$. An associative algebra of dimension $2^{n}$ so defined is the Clifford algebra $\mathcal{C} \ell_{n}$.

Clifford had earlier, in 1878, considered the multiplication rules

$$
\begin{aligned}
& \mathbf{e}_{i} \mathbf{e}_{j}=-\mathbf{e}_{j} \mathbf{e}_{i} \quad \text { for } \quad i \neq j, \\
& \mathbf{e}_{i} \mathbf{e}_{i}=-1
\end{aligned}
$$

of the Clifford algebra $\mathcal{C} \ell_{0, n}$ of the negative definite space $\mathbb{R}^{0, n}$.

### 14.2 Basis-free version of Clifford's definition

Here we consider as an example the exterior algebra $\bigwedge \mathbb{R}^{4}$ of the 4-dimensional real linear space $\mathbb{R}^{4}$. Provide the linear space $\mathbb{R}^{4}$ with a quadratic form

$$
Q(\mathbf{x})=x_{0}^{2}-x_{1}^{2}-x_{2}^{2}-x_{3}^{2}
$$

and associate to $Q$ the symmetric bilinear form

$$
\langle\mathbf{x}, \mathbf{y}\rangle=\frac{1}{2}[Q(\mathbf{x}+\mathbf{y})-Q(\mathbf{x})-Q(\mathbf{y})] .
$$

This makes $\mathbb{R}^{4}$ isometric with the Minkowski space-time $\mathbb{R}^{1,3}$. Then define the left contraction $u\lrcorner v \in \bigwedge \mathbb{R}^{1,3}$ by

$$
\begin{align*}
& \text { (a) } \quad \mathbf{x}\lrcorner \mathbf{y}=<\mathbf{x}, \mathbf{y}>  \tag{a}\\
& \text { (b) }  \tag{b}\\
& \mathbf{x}\lrcorner(u \wedge v)=(\mathbf{x}\lrcorner u) \wedge v+\hat{u} \wedge(\mathbf{x}\lrcorner v) \\
& \text { (c) } \\
& (u \wedge v)\lrcorner w=u\lrcorner(v\lrcorner w)
\end{align*}
$$

for $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{1,3}$ and $u, v, w \in \bigwedge \mathbb{R}^{1,3}$. ${ }^{1}$ The identity (b) says that $\mathbf{x}$ operates like a derivation and the identity $(c)$ makes $\Lambda \mathbb{R}^{1,3}$ a left module over $\wedge \mathbb{R}^{1,3}$. Then introduce the Clifford product of $\mathbf{x} \in \mathbb{R}^{1,3}$ and $u \in \bigwedge \mathbb{R}^{1,3}$ by the formula

$$
\mathbf{x} u=\mathbf{x}\lrcorner u+\mathbf{x} \wedge u
$$

1 Recall that $\hat{u}$ is the grade involute of $u \in \Lambda V$, defined for a $k$-vector $u \in \Lambda^{k} V$ by $\hat{u}=(-1)^{k} u$.
and extend this product by linearity and associativity to all of $\bigwedge \mathbb{R}^{1,3}$. Provided with the Clifford product (the linear space underlying) the exterior algebra $\wedge \mathbb{R}^{1,3}$ becomes the Clifford algebra $\mathcal{C} \ell_{1,3}$.

### 14.3 Definition by generators and relations

The following definition is favored by physicists. It is suitable for non-degenerate quadratic forms, especially the real quadratic spaces $\mathbb{R}^{p, q}$.
Definition. An associative algebra over $\mathbb{F}$ with unity 1 is the Clifford algebra $\mathcal{C} \ell(Q)$ of a non-degenerate $Q$ on $V$ if it contains $V$ and $\mathbb{F}=\mathbb{F} \cdot 1$ as distinct subspaces so that
$\mathbf{x}^{2}=Q(\mathbf{x})$ for any $\mathbf{x} \in V$
$V$ generates $\mathcal{C} \ell(Q)$ as an algebra over $\mathbb{F}$
$\mathcal{C} \ell(Q)$ is not generated by any proper subspace of $V$.

The third condition (3) guarantees the universal property [see below], and dimension $2^{n}$. Using an orthonormal basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}\right\}$ for $\mathbb{R}^{p, q}$, generating $\mathcal{C} \ell_{p, q}$, the condition (1) can be expressed as

$$
\begin{equation*}
\mathbf{e}_{i}^{2}=1,1 \leq i \leq p, \quad \mathbf{e}_{i}^{2}=-1, p<i \leq n, \quad \mathbf{e}_{i} \mathbf{e}_{j}=-\mathbf{e}_{j} \mathbf{e}_{i}, i<j \tag{1.a}
\end{equation*}
$$

while condition (3) becomes $\mathbf{e}_{1} \mathbf{e}_{2} \ldots \mathbf{e}_{n} \neq \pm 1$, as in Porteous 1969. Condition (3) is needed only in signatures $p-q=1 \bmod 4$ where $\left(\mathbf{e}_{1} \mathbf{e}_{2} \ldots \mathbf{e}_{n}\right)^{2}=1$. The relations (1.a) without (3) also generate a lower-dimensional non-universal algebra of dimension $2^{n-1}$ in any signature $p-q=1 \bmod 4$ in which all the basis elements $\mathbf{e}_{i}$ commute with $\mathbf{e}_{12 \ldots n}=\mathbf{e}_{1} \mathbf{e}_{2} \ldots \mathbf{e}_{n}$. No similar nonuniversal algebra exists in even dimensions, and so it is correct to introduce the Clifford algebra of the Minkowski space-time without condition (3). However, in arbitrary dimensions it is controversial to omit condition (3).

The above definition gives a unique algebra only for non-degenerate (nonsingular) quadratic forms $Q$. In particular, the definition is not good for a degenerate $Q$, for which $\mathbf{e}_{1} \mathbf{e}_{2} \ldots \mathbf{e}_{n}=0$, as is shown by the following two counter-examples where $Q=0$.

1. Define for $\mathbf{x}, \mathbf{y} \in V, \operatorname{dim} V=n$, the product $\mathbf{x y}=0$. This makes the direct sum $\mathbb{F} \oplus V$ an associative algebra with unity 1 . It is of dimension $n+1$.
2. Introduce a product in $\bigwedge \mathbb{R}^{3}$ by $\mathbf{e}_{i} \mathbf{e}_{j}=\mathbf{e}_{i} \wedge \mathbf{e}_{j}$ for all $i, j=1,2,3$ and $\mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{3}=0$. Thus the subspace $\mathbb{R} \oplus \mathbb{R}^{3} \oplus \bigwedge^{2} \mathbb{R}^{3}$ of $\bigwedge \mathbb{R}^{3}$ is a 7 -dimensional associative algebra with unity, generated by $\mathbb{R}$ and $\mathbb{R}^{3}$.
This shows that it is not possible to replace condition (3) by the requirement
that only parallel vectors commute. We could include arbitrary quadratic forms $Q$ by requiring instead of condition (3) that the product of any set of linearly free vectors in $V$ should not belong to $\mathbb{F}$. However, even this would leave some 'ambiguity' in the definition by generators and relations. The above definition results in a unique algebra only 'up to isomorphism'. Here are two more examples to clarify the meaning of this statement:
3. The multiplication table of the exterior algebra $\bigwedge \mathbb{R}^{2}$ with respect to the basis $\left\{1, \mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{1} \wedge \mathbf{e}_{2}\right\}$ is

| $\wedge$ | $\mathbf{e}_{1}$ | $\mathbf{e}_{2}$ | $\mathbf{e}_{1} \wedge \mathbf{e}_{2}$ |
| ---: | :---: | :---: | :---: |
| $\mathbf{e}_{1}$ | 0 | $\mathbf{e}_{1} \wedge \mathbf{e}_{2}$ | 0 |
| $\mathbf{e}_{2}$ | $-\mathbf{e}_{1} \wedge \mathbf{e}_{2}$ | 0 | 0 |
| $\mathbf{e}_{1} \wedge \mathbf{e}_{2}$ | 0 | 0 | 0 |

Introduce a second product on $\Lambda \mathbb{R}^{2}$ with multiplication table

| $\dot{\wedge}$ | $\mathbf{e}_{1}$ | $\mathbf{e}_{2}$ | $\mathbf{e}_{1} \dot{\wedge} \mathbf{e}_{2}$ |
| ---: | :---: | :---: | :---: |
| $\mathbf{e}_{1}$ | 0 | $\mathbf{e}_{1} \wedge \mathbf{e}_{2}+b$ | $-b \mathbf{e}_{1}$ |
| $\mathbf{e}_{2}$ | $-\mathbf{e}_{1} \wedge \mathbf{e}_{2}-b$ | 0 | $-b \mathbf{e}_{2}$ |
| $\mathbf{e}_{1} \dot{\wedge} \mathbf{e}_{2}$ | $-b \mathbf{e}_{1}$ | $-b \mathbf{e}_{2}$ | $-b^{2}-2 b \mathbf{e}_{1} \wedge \mathbf{e}_{2}$ |

where $b>0$. Denote the second product by $u \dot{\wedge} v$. Rearrange the multiplication table of the second product into the form

| $\dot{\wedge}$ | $\mathbf{e}_{1}$ | $\mathbf{e}_{2}$ | $\mathbf{e}_{1} \wedge \mathbf{e}_{2}+b$ |
| ---: | :---: | :---: | :---: |
| $\mathbf{e}_{1}$ | 0 | $\mathbf{e}_{1} \wedge \mathbf{e}_{2}+b$ | 0 |
| $\mathbf{e}_{2}$ | $-\mathbf{e}_{1} \wedge \mathbf{e}_{2}-b$ | 0 | 0 |
| $\mathbf{e}_{1} \wedge \mathbf{e}_{2}+b$ | 0 | 0 | 0 |

which shows that we have generated a new exterior algebra $\dot{\Lambda} \mathbb{R}^{2}$ on $\mathbb{R}^{2}$, different from $\Lambda \mathbb{R}^{2}$ but isomorphic with $\bigwedge \mathbb{R}^{2}$. In other words, we have introduced a linear mapping $\alpha: \bigwedge \mathbb{R}^{2} \rightarrow \dot{\bigwedge} \mathbb{R}^{2}$ for which $\alpha\left(\mathbf{e}_{i}\right)=\mathbf{e}_{i}, i=1,2$, and $\alpha\left(\mathbf{e}_{1} \wedge \mathbf{e}_{2}\right)=\mathbf{e}_{1} \dot{\wedge} \mathbf{e}_{2}=\mathbf{e}_{1} \wedge \mathbf{e}_{2}+b$ so that it is the identity on $\mathbb{R}^{2}$, preserves even-odd grading and gives an isomorphism between the two products, $\alpha(u \wedge v)=\alpha(u) \dot{\wedge} \alpha(v)$.
4. An orthonormal basis $\mathbf{e}_{1}, \mathbf{e}_{2}$ for $\mathbb{R}^{2}$ satisfying $\mathbf{e}_{i} \mathbf{e}_{j}+\mathbf{e}_{j} \mathbf{e}_{i}=2 \delta_{i j}$ generates the Clifford algebra $\mathcal{C} \ell_{2}=\mathcal{C} \ell_{2,0}$ with basis $\left\{1, \mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{12}\right\}$ where $\mathbf{e}_{12}=$
$\mathbf{e}_{1} \mathbf{e}_{2}\left(=\mathbf{e}_{1} \wedge \mathbf{e}_{2}\right)$. We have the following multiplication table for $\mathcal{C} \ell_{2}$ :

|  | $\mathbf{e}_{1}$ | $\mathbf{e}_{2}$ | $\mathbf{e}_{12}$ |
| ---: | :---: | :---: | :---: |
| $\mathbf{e}_{1}$ | 1 | $\mathbf{e}_{12}$ | $\mathbf{e}_{2}$ |
| $\mathbf{e}_{2}$ | $-\mathbf{e}_{12}$ | 1 | $-\mathbf{e}_{1}$ |
| $\mathbf{e}_{12}$ | $-\mathbf{e}_{2}$ | $\mathbf{e}_{1}$ | -1 |

Introduce a second product on $\mathcal{C} \ell_{2}$ with multiplication table

|  | $\mathbf{e}_{1}$ | $\mathbf{e}_{2}$ | $\mathbf{e}_{12}$ |
| ---: | :---: | :---: | :---: |
| $\mathbf{e}_{1}$ | 1 | $\mathbf{e}_{12}+b$ | $\mathbf{e}_{2}-b \mathbf{e}_{1}$ |
| $\mathbf{e}_{2}$ | $-\mathbf{e}_{12}-b$ | 1 | $-\mathbf{e}_{1}-b \mathbf{e}_{2}$ |
| $\mathbf{e}_{12}$ | $-\mathbf{e}_{2}-b \mathbf{e}_{1}$ | $\mathbf{e}_{1}-b \mathbf{e}_{2}$ | $-1-b^{2}-2 b \mathbf{e}_{12}$ |

The anticommutation relations $\mathbf{e}_{i} \mathbf{e}_{j}+\mathbf{e}_{j} \mathbf{e}_{i}=2 \delta_{i j}$ are also satisfied by the new product, and one may directly verify associativity. As the real number $b$ varies we have a family of different but isomorphic Clifford algebras on $\mathbb{R}^{2}$.

### 14.4 Universal object of quadratic algebras

The Clifford algebra $\mathcal{C} \ell(Q)$ is the universal associative algebra over $\mathbb{F}$ generated by $V$ with the relations $\mathbf{x}^{2}=Q(\mathbf{x}), \mathbf{x} \in V$.

Let $Q$ be the quadratic form on a linear space $V$ over a field $\mathbb{F}$, and let $A$ be an associative algebra over $\mathbb{F}$ with unity $1_{A}$. A linear mapping $V \rightarrow A$, $\mathbf{x} \rightarrow \varphi_{\mathbf{x}}$ such that

$$
\left(\varphi_{\mathbf{x}}\right)^{2}=Q(\mathbf{x}) \cdot 1_{A} \quad \text { for all } \quad \mathbf{x} \in V
$$

is called a Clifford map. The subalgebra of $A$ generated by $\mathbb{F}=\mathbb{F} \cdot 1_{A}$ and $V$ (or more precisely by the images of $\mathbb{F}$ and $V$ in $A$ ) will be called a quadratic algebra. ${ }^{2}$ The Clifford algebra $\mathcal{C} \ell(Q)$ is a quadratic algebra with a Clifford map $V \rightarrow \mathcal{C} \ell(Q), \mathbf{x} \rightarrow \gamma_{\mathbf{x}}$ such that for any Clifford map $\varphi: V \rightarrow A$ there exists a unique algebra homomorphism $\psi: \mathcal{C} \ell(Q) \rightarrow A$ making the following diagram commutative:

$$
\begin{aligned}
& V \xrightarrow{\gamma} \mathcal{C} \ell(Q) \\
& \varphi \searrow \downarrow \psi \\
& A
\end{aligned} \quad \varphi_{\mathbf{x}}=\psi\left(\gamma_{\mathbf{x}}\right)
$$

This definition says that all Clifford maps may be obtained from $\gamma: V \rightarrow \mathcal{C} \ell(Q)$ which is thereby universal.

[^32]The definition by the universal property is meaningful for an algebraist who knows categories and morphisms up to the theory of universal objects. A category contains objects and morphisms between the objects. Invertible morphisms are called isomorphisms. In a category there is an initial (resp. final) universal object $U$, if for any object $A$, there is a unique morphism $\alpha: U \rightarrow A$ (resp. $A \rightarrow U$ ). The universal objects are unique up to isomorphism. In many categories there exists trivially the final universal object, which often reduces to 0 . The Clifford algebra is the initial universal object in the category of quadratic algebras.
Example. Consider the category of quadratic algebras on $\mathbb{R}^{p, q}$. In this category the initial universal object is the Clifford algebra $\mathcal{C} \ell_{p, q}$ of dimension $2^{n}$ and the final universal object is 0 . Between these two objects there are no other objects, when $p-q \neq 1 \bmod 4$. However, there are four objects in this category, when $p-q=1 \bmod 4$; between $\mathcal{C} \ell_{p, q}$ and 0 there are two algebras both of dimension $2^{n-1}$; in one we have the relation $\mathbf{e}_{1} \mathbf{e}_{2} \ldots \mathbf{e}_{n}=1$ and in the other $\mathbf{e}_{1} \mathbf{e}_{2} \ldots \mathbf{e}_{n}=-1$; these two algebras are not isomorphic in the category of quadratic algebras (the identity mapping on $\mathbb{R}^{p, q}$ does not extend to an isomorphism from one algebra to the other); however, they are isomorphic as associative algebras (in the category of all real algebras).
The above definition of Clifford algebras is most suitable for an algebraist who wants to study Clifford algebras over commutative rings (and who does not insist on injectivity of mappings $\mathbb{F} \rightarrow A$ and $V \rightarrow A$ ). However, this approach does not guarantee existence, which is given by constructing the Clifford algebra as the quotient algebra of the tensor algebra (which in turn is regarded by algebraists as the mother of all algebras).

### 14.5 Clifford algebra as a quotient of the tensor algebra

Chevalley 1954 p. 37 constructs the Clifford algebra $\mathcal{C} \ell(Q)$ as the quotient algebra $\otimes V / I(Q)$ of the tensor algebra $\otimes V$ with respect to the two-sided ideal $I(Q)$ generated by the elements $\mathbf{x} \otimes \mathbf{x}-Q(\mathbf{x})$ where $\mathbf{x} \in V$. See also N. Bourbaki 1959 p. 139 and T.Y. Lam 1973 p. 103. The tensor algebra approach gives a proof of existence by construction - suitable for an algebraist who is interested in rapid access to the main properties of Clifford algebras over commutative rings.

In characteristic zero we may avoid quotient structures by making the exterior algebra $\bigwedge V$ concrete as the subspace of antisymmetric tensors in $\otimes V$. For example, if $\mathbf{x}, \mathbf{y} \in V$, then $\mathbf{x} \wedge \mathbf{y}=\frac{1}{2}(\mathbf{x} \otimes \mathbf{y}-\mathbf{y} \otimes \mathbf{x}) \in \Lambda^{2} V$. More generally,
a simple $k$-vector $\mathbf{x}_{1} \wedge \mathbf{x}_{2} \wedge \ldots \wedge \mathbf{x}_{k}$ is identified with ${ }^{3}$

$$
\operatorname{Alt}\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \ldots \otimes \mathbf{x}_{k}\right)=\frac{1}{k!} \sum_{\pi} \operatorname{sign}(\pi) \mathbf{x}_{\pi(1)} \otimes \mathbf{x}_{\pi(2)} \otimes \ldots \otimes \mathbf{x}_{\pi(k)}
$$

where the linear operator Alt: $\otimes V \rightarrow \bigwedge V$, called alternation, is a projection operator $\operatorname{Alt}(\otimes V)=\bigwedge V$ satisfying $u \wedge v=\operatorname{Alt}(u \otimes v)$.

Similarly, we may obtain an isomorphism of linear spaces $\wedge V \rightarrow \mathcal{C} \ell(Q)$ by identifying simple $k$-vectors with antisymmetrized Clifford products

$$
\mathbf{x}_{1} \wedge \mathbf{x}_{2} \wedge \ldots \wedge \mathbf{x}_{k} \rightarrow \mathbf{x}_{1} \dot{\wedge} \mathbf{x}_{2} \dot{\wedge} \ldots \dot{\wedge} \mathbf{x}_{k}=\frac{1}{k!} \sum_{\pi} \operatorname{sign}(\pi) \mathbf{x}_{\pi(1)} \mathbf{x}_{\pi(2)} \ldots \mathbf{x}_{\pi(k)}
$$

thus splitting the Clifford algebra $\mathcal{C} \ell(Q)$ into fixed subspaces of $k$-vectors $\Lambda^{k} V \subset \mathcal{C} \ell(Q)$. Any orthogonal basis $\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}$ of $V$ gives a correspondence

$$
\mathbf{e}_{i_{1}} \wedge \mathbf{e}_{i_{2}} \wedge \ldots \wedge \mathbf{e}_{i_{k}} \rightarrow \mathbf{e}_{i_{1}} \dot{\wedge} \mathbf{e}_{i_{2}} \dot{\wedge} \ldots \dot{\wedge} \mathbf{e}_{i_{k}}=\mathbf{e}_{i_{1}} \mathbf{e}_{i_{2}} \ldots \mathbf{e}_{i_{k}}
$$

of bases for $\Lambda V$ and $\mathcal{C} \ell(Q)$.

## Exercises

1. Show that the subspace $\operatorname{Alt}(\otimes V)$ of $\otimes V$ is not closed under the tensor product.
2. Show that $\mathbf{A} \otimes \mathbf{B}-\mathbf{B} \otimes \mathbf{A}=\frac{1}{2}(\mathbf{A B}-\mathbf{B A})$ for bivectors $\mathbf{A}, \mathbf{B} \in \Lambda^{2} V$.
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3 Another alternative is to omit the factor $\frac{1}{k!}$. This gives in all characteristics a correspondence between the exterior product and the antisymmetrized tensor product.

## 15

## Witt Rings and Brauer Groups

Quadratic forms can be classified by their Witt classes in Witt rings (of concerned fields). This is a slightly coarser classification than the one given by the Clifford algebras (of quadratic forms).

Associative algebras with unity can be studied by means of Brauer groups (of fields); for this one needs to know tensor products of algebras. These topics will be discussed in this chapter.

### 15.1 Quadratic forms

A quadratic form on a linear space $V$ over a field $\mathbb{F}$ is a map $Q: V \rightarrow \mathbb{F}$ such that for any $\lambda \in \mathbb{F}$ and $\mathbf{x} \in V$

$$
Q(\lambda \mathbf{x})=\lambda^{2} Q(\mathbf{x})
$$

and such that the map

$$
V \times V \rightarrow \mathbb{F}, \quad(\mathbf{x}, \mathbf{y}) \rightarrow Q(\mathbf{x}+\mathbf{y})-Q(\mathbf{x})-Q(\mathbf{y})
$$

is bilinear, that is, linear in both arguments. A linear space with a quadratic form on itself is called a quadratic space. A quadratic form obeys the parallelogram law

$$
Q(\mathbf{x}+\mathbf{y})+Q(\mathbf{x}-\mathbf{y})=2 Q(\mathbf{x})+2 Q(\mathbf{y})
$$

In characteristic $\neq 2$ the quadratic form may be recaptured from its symmetric bilinear form

$$
B(\mathbf{x}, \mathbf{y})=\frac{1}{2}[Q(\mathbf{x}+\mathbf{y})-Q(\mathbf{x})-Q(\mathbf{y})]
$$

since $Q(\mathbf{x})=B(\mathbf{x}, \mathbf{x})$. In characteristic $\neq 2$ the theory of quadratic forms is the same as the theory of symmetric bilinear forms, but in characteristic 2 there
are quadratic forms which are not induced by any symmetric bilinear form.
Example. Consider the 2 -dimensional space $\mathbb{F}_{2}^{2}$ over $\mathbb{F}_{2}=\{0,1\}$. For the quadratic form $Q: \mathbb{F}_{2}^{2} \rightarrow \mathbb{F}_{2}, \mathbf{x}=\left(x_{1}, x_{2}\right) \rightarrow x_{1} x_{2}$ there is no symmetric bilinear form $B$ such that $Q(\mathbf{x})=B(\mathbf{x}, \mathbf{x})$. However, there is a bilinear form $B$, not symmetric, such that $Q(\mathbf{x})=B(\mathbf{x}, \mathbf{x})$, namely $B(\mathbf{x}, \mathbf{y})=x_{1} y_{2}$, but the matrix

$$
B\left(\mathbf{e}_{i}, \mathbf{e}_{j}\right)=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)
$$

cannot be symmetrized by adding an alternating matrix with entries in $\mathbb{F}_{2}=$ $\{0,1\}$.

Remark. We shall not be concerned with characteristic 2, or non-symmetric $B$, except at the end of this book when considering the relation between the exterior algebra and the Clifford algebras. The role of non-symmetric $B$ will be described in Chevalley's construction $\mathcal{C} \ell(Q) \subset \operatorname{End}(\wedge V)$.
A non-zero vector $\mathbf{x}$ is null or isotropic if $Q(\mathbf{x})=0$. A quadratic form is anisotropic if $Q(\mathbf{x})=0$ implies $\mathbf{x}=0$, and isotropic if $Q(\mathbf{x})=0$ for some $\mathbf{x} \neq 0$. A bilinear form is non-degenerate if $B(\mathbf{x}, \mathbf{y})=0$ for all $\mathbf{y} \in V$ implies $\mathbf{x}=0$. An anisotropic quadratic form is always non-degenerate.

A 2-dimensional isotropic but non-degenerate quadratic space is known as the hyperbolic plane. A hyperbolic plane has a quadratic form $y_{1} y_{2}$ or equivalently $x_{1}^{2}-x_{2}^{2}$ (choose $y_{1}=x_{1}+x_{2}$ and $y_{2}=x_{1}-x_{2}$ in characteristic $\neq 2$ ).

A subspace with a vanishing quadratic form is totally isotropic. In a nondegenerate quadratic space with a totally isotropic subspace $S$, there is another totally isotropic subspace $S^{\prime}$ such that $S \cap S^{\prime}=\{0\}$ and $\operatorname{dim} S=\operatorname{dim} S^{\prime}$. A non-degenerate quadratic space is neutral or hyperbolic if it is a direct sum of two totally isotropic subspaces (necessarily of the same dimension). A neutral quadratic space is even-dimensional.

Examples. 1. A Euclidean space $\mathbb{R}^{n}$ has an anisotropic (and positive definite) quadratic form on itself, i.e., $\mathbf{x} \neq 0$ implies $\mathbf{x} \cdot \mathbf{x}>0$. This enables us to introduce the norm or length $|\mathbf{x}|=\sqrt{\mathbf{x} \cdot \mathbf{x}}$ of $\mathbf{x} \in \mathbb{R}^{n}$.
2. The real quadratic space $\mathbb{R}^{p, q}$ is non-degenerate and for non-zero $p, q$ also isotropic (indefinite). The dimension of its maximal totally isotropic subspace is $p$ or $q$ according as $p \leq q$ or $p \geq q$, respectively. This number is called the isotropy index (or Witt index) of $\mathbb{R}^{p, q}$.
3. The quadratic form $x_{1}^{2}+x_{2}^{2}$ on $\mathbb{F}_{5}^{2}$ is non-degenerate but isotropic, since $1^{2}+2^{2}=0 \bmod 5$. It is also neutral.
4. The quadratic forms $x_{1}^{2}+2 x_{2}^{2}$ and $x_{1}^{2}+3 x_{2}^{2}$ are anisotropic on $\mathbb{F}_{5}^{2}$.

Two quadratic spaces $(V, Q)$ and $\left(V^{\prime}, Q^{\prime}\right)$ are isometric if there is a linear isomorphism $L: V \rightarrow V^{\prime}$ such that $Q^{\prime}(L \mathbf{x})=Q(\mathbf{x})$, or equivaiently, in characteristic $\neq 2$,

$$
B^{\prime}(L \mathbf{x}, L \mathbf{y})=B(\mathbf{x}, \mathbf{y}) \quad \text { for all } \quad \mathbf{x}, \mathbf{y} \in V
$$

We will express the isometry as $(V, Q) \simeq\left(V^{\prime}, Q^{\prime}\right)$ or simply $Q \simeq Q^{\prime}$. A selfisometry (or automorphism) of $Q$ on $V$ is a linear isomorphism $L: V \rightarrow V$ such that $Q(L(\mathbf{x}))=Q(\mathbf{x})$ for all $\mathbf{x} \in V$; these self-isometries of $Q$ form the orthogonal group $O(V, Q)$.

Two vectors $\mathbf{x}, \mathbf{y}$ such that $B(\mathbf{x}, \mathbf{y})=0$ are said to be orthogonal (in the case of a symmetric $B$ ). If a quadratic space is a direct sum of two subspaces, $\left(V_{1}, Q_{1}\right) \oplus\left(V_{2}, Q_{2}\right)$, such that $B\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)=0$ for all $\mathbf{x}_{1} \in V_{1}$ and $\mathbf{x}_{2} \in V_{2}$, it is an orthogonal sum denoted by $V_{1} \perp V_{2}$ or $Q_{1} \perp Q_{2}$.

There is also, for two quadratic spaces $\left(V_{1}, Q_{1}\right)$ and $\left(V_{2}, Q_{2}\right)$, the tensor product $V_{1} \otimes V_{2}$ of dimension $\left(\operatorname{dim} V_{1}\right)\left(\operatorname{dim} V_{2}\right)$, with a quadratic form satisfying

$$
Q\left(\mathbf{x}_{1} \otimes \mathbf{x}_{2}\right)=Q_{1}\left(\mathbf{x}_{1}\right) Q_{2}\left(\mathbf{x}_{2}\right)
$$

for decomposable elements $\mathbf{x}_{1} \otimes \mathbf{x}_{2}$ with $\mathbf{x}_{1} \in V_{1}$ and $\mathbf{x}_{2} \in V_{2}$.
The symmetric matrix $B\left(\mathbf{e}_{i}, \mathbf{e}_{j}\right)$ can be diagonalized (in characteristic $\neq 2$ ); as a consequence any quadratic form is isometric to a diagonal form $d_{1} x_{1}^{2}+$ $d_{2} x_{2}^{2}+\ldots+d_{n} x_{n}^{2}$ for some $d_{1}, d_{2}, \ldots, d_{n} \in \mathbb{F}$. We shall write

$$
\left\langle d_{1}, d_{2}, \ldots, d_{n}\right\rangle \text { to denote } d_{1} x_{1}^{2}+d_{2} x_{2}^{2}+\ldots+d_{n} x_{n}^{2}
$$

The orthogonal sum and the tensor product appear in diagonal form as

$$
\begin{aligned}
& \left\langle a_{1}, \ldots, a_{m}\right\rangle \perp\left\langle b_{1}, \ldots, b_{n}\right\rangle=\left\langle a_{1}, \ldots, a_{m}, b_{1}, \ldots, b_{n}\right\rangle, \\
& \left\langle a_{1}, \ldots, a_{m}\right\rangle \otimes\left\langle b_{1}, \ldots, b_{n}\right\rangle=\left\langle a_{1} b_{1}, \ldots, a_{i} b_{j}, \ldots, a_{m} b_{n}\right\rangle .
\end{aligned}
$$

Examples. 1. The real quadratic space $\mathbb{R}^{p, p}$ is neutral and an orthogonal sum of $p$ copies of hyperbolic planes $\mathbb{R}^{1,1}$ each with a quadratic form $\langle 1,-1\rangle$. 2. The hyperbolic plane over $\mathbb{F}$, char $\mathbb{F} \neq 2$, is isometric with $x_{1} x_{2}$ and $x_{1}^{2}-x_{2}^{2} \simeq\langle 1,-1\rangle$.
3. In $\mathbb{F}_{5},\langle 1\rangle \nsucceq\langle 2\rangle$ since $2 \notin \mathbb{F}_{5}^{\square}$, the set of non-zero squares, but $\langle 2\rangle \simeq\langle 3\rangle$ since $2 x_{1}^{2}=3\left(2 x_{1}\right)^{2}$.
4. The quadratic forms $\langle 1,2\rangle$ and $\langle 1,3\rangle$ are isometric on $\mathbb{F}_{5}^{2}$ as can be seen by the identity $x_{1}^{2}+2 x_{2}^{2}=x_{1}^{2}+3\left(2 x_{2}\right)^{2} \bmod 5$ and the linear isomorphism $\left(x_{1}, x_{2}\right) \rightarrow\left(x_{1}, 2 x_{2}\right)$.
5. The quadratic forms $\langle 1,1\rangle$ and $\langle 1,-1\rangle$ are isometric on $\mathbb{F}_{5}^{2}$ since $x_{1}^{2}-x_{2}^{2}=$ $x_{1}+\left(2 x_{2}\right)^{2}$.

### 15.2 Witt rings

Two quadratic spaces $V, Q$ and $V^{\prime}, Q^{\prime}$ are said to be in the same Witt class if $Q \perp\left(-Q^{\prime}\right)$ is neutral. A non-degenerate quadratic space is an orthogonal sum $V=V_{a} \perp V_{h}$ of an anisotropic subspace $V_{a}$ and a neutral subspace $V_{h}$. The anisotropic part $V_{a}$ is unique up to isometry. It follows that $V$ and $V^{\prime}$ are in the same Witt class iff $Q_{a} \perp\left(-Q_{a}^{\prime}\right)$ is neutral, or equivalently iff $Q_{a} \simeq Q_{a}^{\prime}$. This results in a correspondence

$$
\text { Witt class of } V=V_{a} \oplus V_{h} \longleftrightarrow \text { isometry class of } V_{a}
$$

exactly one anisotropic isometry class being included in each Witt class.
Examples. Let the ground field be $\mathbb{F}_{5}$.

1. From the orthogonal sum $\langle 1\rangle \perp\langle 1,2\rangle \simeq\langle 1,1,2\rangle$ we can cancel the hyperbolic plane $\langle 1,1\rangle$ to extract the anisotropic part $\langle 2\rangle$. So the sum $\langle 1\rangle \perp\langle 1,2\rangle$ is in the Witt class of $\langle 2\rangle$.
2. From the tensor product $\langle 1,2\rangle \otimes\langle 3\rangle \simeq\langle 3,2 \cdot 3=1\rangle$ there is nothing to cancel since $\langle 3,1\rangle \simeq\langle 1,2\rangle$ is anisotropic. So $\langle 1,2\rangle \otimes\langle 3\rangle$ is in the Witt class of $\langle 1,2\rangle$.

The orthogonal sum $\perp$ and the tensor product $\otimes$ provide the set of all the Witt classes over $\mathbb{F}$ with a ring structure yielding the Witt ring $W(\mathbb{F})$.

The opposite of $Q$ is represented by $-Q$ in $W(\mathbb{F})$. The neutral quadratic forms, in particular $\langle 0\rangle$, represent the zero of $W(\mathbb{F})$. The 1-dimensional form $\langle 1\rangle$ corresponds to the multiplicative unity of $W(\mathbb{F})$. The zero $\langle 0\rangle$ and the unity $\langle 1\rangle$ are the only idempotents in $W(\mathbb{F})$. The even-dimensional quadratic forms induce an ideal of $W(\mathbb{F})$.
Examples. 1. The Witt ring $W\left(\mathbb{F}_{5}\right)$ contains four anisotropic isometry classes $\langle 0\rangle,\langle 1\rangle,\langle 2\rangle,\langle 1,2\rangle$. The addition and multiplication tables of $W\left(\mathbb{F}_{5}\right)$ are

| $\perp$ | $\langle 1\rangle$ | <2> | $\langle 1,2\rangle$ | $\otimes$ | $\langle 1\rangle$ | <2> | $\langle 1,2\rangle$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 〈1) | $\langle 0\rangle$ | $\langle 1,2\rangle$ | <2> | <1> | $\langle 1\rangle$ | <2> | $\langle 1,2\rangle$ |
| <2> | $\langle 1,2\rangle$ | $\langle 0\rangle$ | $\langle 1\rangle$ | <2> | $\langle 2\rangle$ | $\langle 1\rangle$ | $\langle 1,2\rangle$ |
| $\langle 1,2\rangle$ | $\langle 2\rangle$ | $\langle 1\rangle$ | $\langle 0\rangle$ | $\langle 1,2\rangle$ | $\langle 1,2\rangle$ | $\langle 1,2\rangle$ | <0> |

The Witt ring $W\left(\mathbb{F}_{5}\right)$ is isomorphic to the group algebra $\mathbb{Z}_{2}\left[\mathbb{F}_{5}^{\times} / \mathbb{F}_{5}^{\square}\right]$; and the additive group of $W\left(\mathbb{F}_{5}\right)$ is $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$, but as a ring $W\left(\mathbb{F}_{5}\right) \not \chi^{2} \mathbb{Z}_{2}=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$. 2. The 1-dimensional line $\mathbb{F}_{5}$ with quadratic form $\langle 2\rangle$ has the quadratic field extension $\mathbb{F}_{5}(\sqrt{2}) \simeq \mathbb{F}_{25}$ as its Clifford algebra. The Clifford algebras of both $\langle 1\rangle$ and $\langle-1\rangle$ split as the double-ring ${ }^{2} \mathbb{F}_{5}=\mathbb{F}_{5} \times \mathbb{F}_{5}$. Therefore, as algebras $\mathcal{C} \ell\left(\langle 2\rangle, \mathbb{F}_{5}\right) \nsucceq \mathcal{C} \ell\left(\langle 1\rangle, \mathbb{F}_{5}\right) \simeq \mathcal{C} \ell\left(\langle-1\rangle, \mathbb{F}_{5}\right) .{ }^{1}$

[^33]3. The Witt ring $W\left(\mathbb{F}_{7}\right)$ contains four anisotropic isometry classes $\langle 0\rangle,\langle 1\rangle$, $\langle 1,1\rangle,\langle 1,1,1\rangle$, and $W\left(\mathbb{F}_{7}\right) \simeq \mathbb{Z}_{4}$.

The finite fields $\mathbb{F}_{q}$. The Witt ring of $\mathbb{F}_{q}, q=p^{m}$, char $p \neq 2$, contains four anisotropic isometry classes

$$
\begin{array}{ll}
\langle 0\rangle,\langle 1\rangle,\langle s\rangle,\langle 1, s\rangle \quad \text { where } \quad s \notin \mathbb{F}_{q}^{\square} & \text { for } \quad p=1 \bmod 4, \\
\langle 0\rangle,\langle 1\rangle,\langle 1,1\rangle,\langle 1,1,1\rangle & \text { for } \quad p=3 \bmod 4 .
\end{array}
$$

The corresponding Witt rings are $W\left(\mathbb{F}_{q}\right) \simeq \mathbb{Z}_{2}\left[\mathbb{F}_{q}^{\times} / \mathbb{F}_{q}^{\square}\right], q=1 \bmod 4$, and $W\left(\mathbb{F}_{q}\right) \simeq \mathbb{Z}_{4}, q=3 \bmod 4$. All quadratic forms over the finite fields are isotropic in dimensions $n>3$.

The real field $\mathbb{R}$. A field $\mathbb{F}$ is ordered if there is a subset $P \subset \mathbb{F}$ (of positive numbers) such that for all $a, b \in P$ also $a+b, a b \in P$, and, for all $a \in \mathbb{F}$ exactly one of $a \in P, a=0$, and $-a \in P$ holds. The statement $a-b \in P$ is also written $a>b$. An ordered field $\mathbb{F}$ has an absolute value $\mathbb{F} \rightarrow P, x \rightarrow|x|$ defined by setting $|0|=0,|x|=x$ for $x>0$, and $|x|=-x$ for $-x>0$.

In an ordered field, $\mathbb{F}^{\square} \subset P$. If all the positive numbers have square roots, then there is a unique ordering with $P=\mathbb{F}^{\square}$. The following holds for any ordered field $\mathbb{F}$ such that $P=\mathbb{F}^{\square}$, but we shall only consider the real field $\mathbb{R}$.

There exist exactly two anisotropic forms on $\mathbb{R}^{n}$, namely the positive definite $\langle 1,1, \ldots, 1\rangle$ and the negative definite $\langle-1,-1, \ldots,-1\rangle .{ }^{2}$ A non-degenerate quadratic form on $\mathbb{R}^{n}$ is isometric to

$$
x_{1}^{2}+\ldots+x_{p}^{2}-x_{p+1}^{2}-\ldots-x_{p+q}^{2}, \quad p+q=n
$$

which we abbreviate as $p\langle 1\rangle \perp q\langle-1\rangle$. The real quadratic space with this quadratic form is denoted by $\mathbb{R}^{p, q}$. The integer $p-q$ is called the signature of $\mathbb{R}^{p, q}$.

The signature map sending $\mathbb{R}^{p, q}$ to $p-q$ gives a ring isomorphism $W(\mathbb{R}) \simeq \mathbb{Z}$. As a consequence, the Clifford algebras of non-degenerate real quadratic spaces can be listed by the symbols $\mathcal{C} \ell_{p, q}$, denoted more fully by $\mathcal{C} \ell_{p, q}\left(\mathbb{R}^{n}\right)=\mathcal{C} \ell\left(\mathbb{R}^{p, q}\right)$ or $\mathcal{C} \ell\left(p\langle 1\rangle \perp q\langle-1\rangle, \mathbb{R}^{n}\right)$.

The complex field $\mathbb{C}$. The Witt ring of $\mathbb{C}$ contains only two anisotropic isometry classes, namely $\langle 0\rangle$ and $\langle 1\rangle$, and $W(\mathbb{C}) \simeq \mathbb{Z}_{2}$. We only have to distinguish between even- and odd-dimensional spaces over $\mathbb{C}$.

Exercises 1,2

[^34]
### 15.3 Algebras

An algebra $A$ over a field $\mathbb{F}$ is a linear (that is a vector) space $A$ over $\mathbb{F}$ together with a bilinear map $A \times A \rightarrow A,(a, b) \rightarrow a b$, the algebra product. Bilinearity means distributivity $(a+b) c=a c+b c, a(b+c)=a b+a c$ and $(\lambda a) b=a(\lambda b)=\lambda(a b)$ for all $a, b, c \in A$ and $\lambda \in \mathbb{F}$.
Examples. 1. The 2-dimensional real linear space $\mathbb{R}^{2}$ together with the product $\left(x_{1}, y_{1}\right)\left(x_{2}, y_{2}\right)=\left(x_{1} x_{2}-y_{1} y_{2}, x_{1} y_{2}+x_{2} y_{1}\right)$ results in the real algebra of complex numbers $\mathbb{C}$.
2. The double-ring ${ }^{2} \mathbb{F}$ of a field $\mathbb{F}$ has a product $\left(a_{1}, b_{1}\right)\left(a_{2}, b_{2}\right)=\left(a_{1} a_{2}, b_{1} b_{2}\right)$ making it a 2 -dimensional algebra over the subfield denoted by $\mathbb{F}(1,1)=$ $\{(\lambda, \lambda) \mid \lambda \in \mathbb{F}\}$.
3. The matrix algebra of real $2 \times 2$-matrices $\operatorname{Mat}(2, \mathbb{R})$ is a 4 -dimensional real associative algebra with unity $I$.
4. The real linear space $\mathbb{R}^{3}$ together with the cross product $\mathbf{a} \times \mathbf{b}$ is a (nonassociative) Lie algebra.
An algebra is without zero-divisors if $a b=0$ implies $a=0$ or $b=0$. In a division algebra $\mathbb{D}$ the equations $a x=b$ and $y a=b$ have unique solutions $x, y$ for all non-zero $a, b \in \mathbb{D}$. A division algebra is without zero-divisors, and conversely, every finite-dimensional algebra without zero-divisors is a division algebra. If a division algebra is associative, then it has a multiplicative unity and each non-zero element admits a unique inverse (on both sides).

An algebra with a multiplicative unity is said to admit inverses if each nonzero element admits an inverse.
Examples. 1. The quaternions $\mathbb{H}$ form a real associative but non-commutative division algebra with unity 1.
2. Define the following product for pairs of quaternions:

$$
\left(x_{1}, y_{1}\right) \circ\left(x_{2}, y_{2}\right)=\left(x_{1} x_{2}-\bar{y}_{2} y_{2}, y_{2} x_{1}+y_{1} \bar{x}_{2}\right)
$$

This makes the real linear space $\mathbb{H} \times \mathbb{H}$ a real algebra, the Cayley algebra of octonions $\mathbb{O}$. The Cayley algebra is non-associative, $a \circ(b \circ c) \neq(a \circ b) \circ c$, but alternative, $(a \circ a) \circ b=a \circ(a \circ b), a \circ(b \circ b)=(a \circ b) \circ b$. It is a division algebra with unity 1 .
3. Consider a 3 -dimensional real algebra with basis $\{1, i, j\}$ such that 1 is the unity and $i^{2}=j^{2}=-1$ but $i j=j i=0$. The algebra is commutative, non-associative and non-alternative. It admits inverses, but the inverses of the elements of the form $x i+y j$ are not unique, $(x i+y j)^{-1}=\lambda(y i-x j)-\frac{i x+j y}{x^{2}+y^{2}}$. It has by definition zero-divisors, and cannot be a division algebra.
An isomorphism or anti-isomorphism of algebras $A$ and $B$ is a linear isomor-
phism $f: A \rightarrow B$ such that

$$
f(x y)=f(x) f(y) \quad \text { or } \quad f(x y)=f(y) f(x)
$$

respectively. An automorphism or anti-automorphism of an algebra $A$ is an isomorphism or anti-isomorphism $A \rightarrow A$, respectively. An automorphism or anti-automorphism $f$ of $A$ such that $f(f(x))=x$ for all $x \in A$ is an involution or an anti-involution, respectively.

The only algebra automorphisms of $\mathbb{C}$, regarded as a real algebra, are the identity and the complex conjugation $z \rightarrow \bar{z}$.

The only automorphisms of the real algebra ${ }^{2} \mathbb{R}$ are the identity and the swap

$$
{ }^{2} \mathbb{R} \rightarrow{ }^{2} \mathbb{R},(\lambda, \mu) \rightarrow \operatorname{swap}(\lambda, \mu)=(\mu, \lambda)
$$

The swap acts like the complex conjugation of $\mathbb{C}$, since

$$
\operatorname{swap}[\lambda(1,1)+\mu(1,-1)]=\lambda(1,1)-\mu(1,-1) .
$$

Two automorphisms or anti-automorphisms $\alpha, \beta$ of an algebra $A$ are said to be similar if there is an automorphism $\gamma$ of $A$ such that $\alpha \gamma=\gamma \beta$. If no such $\gamma$ exists then $\alpha$ and $\beta$ are said to be dissimilar.

The identity automorphism is similar only to itself. Consequently, the two involutions of the real algebra $\mathbb{C}$ are dissimilar, and the two involutions of the real algebra ${ }^{2} \mathbb{R}$ are dissimilar.

Exercises 3,4

### 15.4 Tensor products of algebras, Brauer groups

The tensor product of two algebras $A$ and $B$ over a field $\mathbb{F}$ is the linear space $A \otimes B$ made into an algebra with the product satisfying

$$
(a \otimes b)\left(a^{\prime} \otimes b^{\prime}\right)=\left(a a^{\prime}\right) \otimes\left(b b^{\prime}\right)
$$

for $a, a^{\prime} \in A$ and $b, b^{\prime} \in B$. This algebra is also denoted by $A \otimes B$ or, to emphasize the ground field, by $A \otimes_{\mathbb{F}} B$.

In the special case of finite-dimensional associative algebras with multiplicative unity, the statement $C=A \otimes B$ can be tested by the following conditions posed on the subalgebras $A$ and $B$ of $C$ :
(i) $a b=b a$ for any $a \in A$ and $b \in B$,
(ii) $C$ is generated as an algebra by $A$ and $B$,
(iii) $\operatorname{dim} C=(\operatorname{dim} A)(\operatorname{dim} B)$.

Examples. 1. $\mathbb{C} \otimes_{\mathbb{R}} \mathbb{H} \simeq \operatorname{Mat}(2, \mathbb{C})$ the real matrix algebra of $2 \times 2$-matrices with complex numbers as entries.
2. $\operatorname{Mat}(p, \mathbb{R}) \otimes \operatorname{Mat}(q, \mathbb{R}) \simeq \operatorname{Mat}(p q, \mathbb{R})$.
3. $\operatorname{Mat}(p, \mathbb{R}) \otimes \operatorname{Mat}(q, \mathbb{C}) \simeq \operatorname{Mat}(p q, \mathbb{C})$.

Exercises 5,6
A two-sided ideal $T$ of an algebra $A$ is a subalgebra such that $t a \in T$ and at $\in T$ for all $t \in T$ and $a \in A$. An algebra $A$ is called simple if it has no twosided ideals other than 0 and $A$. The center $\operatorname{Cen}(A)$ of an algebra $A$ consists of the elements commuting with all the elements of $A$ :

$$
\operatorname{Cen}(A)=\{c \in A \mid a c=c a \text { for all } a \in A\}
$$

An algebra with multiplicative unity 1 is called central if $\operatorname{Cen}(A)=\mathbb{F} \cdot 1 \simeq \mathbb{F}$. A finite-dimensional central simple associative $\mathbb{F}$-algebra $A$ with multiplicative unity is isomorphic to $\operatorname{Mat}(d, \mathbb{D})$ for some suitable division ring $\mathbb{D}$ (and division algebra over $\mathbb{F}$ ).

The opposite $A^{\mathrm{opp}}$ of an algebra $A$ is the linear space $A$ with a new product $\operatorname{opp}[a b]$ of $a, b \in A$ given by $\operatorname{opp}[a b]=b a$. Two central simple associative $\mathbb{F}$ algebras $A$ and $B$ are in the same Brauer class if $A \otimes B^{\text {opp }} \simeq \operatorname{Mat}(d, \mathbb{F})$ for some integer $d$. The tensor product of algebras induces a product for Brauer classes, making the set of Brauer classes a group, called the Brauer group $\operatorname{Br}(\mathbb{F})$ of the field $\mathbb{F}$.
Examples. $\operatorname{Br}(\mathbb{R}) \simeq\{\mathbb{R}, \mathbb{H}\}, \operatorname{Br}(\mathbb{C}) \simeq\{\mathbb{C}\}, \operatorname{Br}\left(\mathbb{F}_{5}\right) \simeq\left\{\mathbb{F}_{5}\right\}$.
An algebra $A$ is graded over $\mathbb{Z}_{2}=\{0,1\}$ if it is a direct sum of two subalgebras $A=A_{0} \oplus A_{1}$ so that $A_{i} A_{j} \subset A_{i+j}$ [the indices are added modulo 2]. For two graded algebras $A=A_{0} \oplus A_{1}$ and $B=B_{0} \oplus B_{1}$ the graded tensor product $A \hat{\otimes} B$ is the linear space $A \otimes B$ provided with the product determined by the formula

$$
(a \otimes b)\left(a^{\prime} \otimes b^{\prime}\right)=(-1)^{i j}\left(a a^{\prime}\right) \otimes\left(b b^{\prime}\right)
$$

for homogeneous $a^{\prime} \in A_{i}$ and $b \in B_{j}$. The graded opposite $A^{\text {opp }}$ of a graded algebra $A=A_{0} \oplus A_{1}$ is the linear space $A$ with a new product opp $[a b]$ of $a, b \in A$ given by $\operatorname{opp}[a b]=(-1)^{i j} b a$ for homogeneous elements $a \in A_{i}$ and $b \in B_{j}$.

## Exercises

1. Determine the addition and the multiplication tables of the anisotropic isometry classes $\langle 0\rangle,\langle 1\rangle,\langle 1,1\rangle,\langle 1,1,1\rangle$ of $W\left(\mathbb{F}_{7}\right)$.
2. Identify as matrix algebras all the Clifford algebras of non-degenerate quadratic forms over $\mathbb{F}_{5}$.
3. Show that the two involutions $\alpha(\lambda, \mu)=(\mu, \lambda)$ and $\beta(\lambda, \mu)=(\bar{\mu}, \bar{\lambda})$ are similar involutions of the real or complex algebra ${ }^{2} \mathbb{C}$.
4. Consider the four anti-involutions of $\operatorname{Mat}(2, \mathbb{R})$ sending

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \text { to } \quad\left(\begin{array}{ll}
a & c \\
b & d
\end{array}\right), \quad\left(\begin{array}{cc}
a & -c \\
-b & d
\end{array}\right), \quad\left(\begin{array}{ll}
d & b \\
c & a
\end{array}\right), \quad\left(\begin{array}{cc}
d & -b \\
-c & a
\end{array}\right) .
$$

Determine which ones of these four anti-involutions are similar or dissimilar to each other. Hint: keep track of what happens to the matrices

$$
\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)
$$

with squares $I, I$, and $-I$.
5. Show that $\mathbb{C} \otimes_{\mathbb{R}} \mathbb{C} \simeq \mathbb{C} \oplus \mathbb{C}$.
6. Show that $\mathbb{H} \otimes_{\mathbb{R}} \mathbb{H} \simeq \operatorname{Mat}(4, \mathbb{R})$.

## Solutions

1. 

| $\perp$ | $\langle 1\rangle$ | $\langle 1,1\rangle$ | $\langle 1,1,1\rangle$ |
| :---: | :---: | :---: | :---: |
| $\langle 1\rangle$ | $\langle 1,1\rangle$ | $\langle 1,1,1\rangle$ | $\langle 0\rangle$ |
| $\langle 1,1\rangle$ | $\langle 1,1,1\rangle$ | $\langle 0\rangle$ | $\langle 1\rangle$ |
| $\langle 1,1,1\rangle$ | $\langle 0\rangle$ | $\langle 1\rangle$ | $\langle 1,1\rangle$ |


| $\otimes$ | $\langle 1\rangle$ | $\langle 1,1\rangle$ | $\langle 1,1,1\rangle$ |
| :---: | :---: | :---: | :---: |
| $\langle 1\rangle$ | $\langle 1\rangle$ | $\langle 1,1\rangle$ | $\langle 1,1,1\rangle$ |
| $\langle 1,1\rangle$ | $\langle 1,1\rangle$ | $\langle 0\rangle$ | $\langle 1,1\rangle$ |
| $\langle 1,1,1\rangle$ | $\langle 1,1,1\rangle$ | $\langle 1,1\rangle$ | $\langle 1\rangle$ |

2. A non-degenerate quadratic form $\left\langle a_{1}, a_{2}, \ldots, a_{n}\right\rangle$ over $\mathbb{F}_{5}$ is isometric to $p\langle 1\rangle \perp q\langle 2\rangle$ where the numbers $p$ and $q$ mean, respectively, occurrences of 1,4 and 2,3 in $a_{1}, a_{2}, \ldots, a_{n}$. The Clifford algebra $\mathcal{C} \ell\left(p\langle 1\rangle \perp q\langle 2\rangle, \mathbb{F}_{5}^{n}\right)$ is isomorphic, as an associative algebra, to the matrix algebra

$$
\begin{array}{ll}
\operatorname{Mat}\left(2^{n / 2}, \mathbb{F}_{5}\right) & p \text { and } q \text { even } \\
\operatorname{Mat}\left(2^{n / 2}, \mathbb{F}_{5}\right) & p \text { and } q \text { odd } \\
{ }^{2} \operatorname{Mat}\left(2^{(n-1) / 2}, \mathbb{F}_{5}\right) & p \text { odd, } q \text { even } \\
\operatorname{Mat}\left(2^{(n-1) / 2}, \mathbb{F}_{5}(\sqrt{2})\right) & p \text { even, } q \text { odd. }
\end{array}
$$

For instance, $\mathcal{C} \ell\left(\langle 1,2\rangle, \mathbb{F}_{5}^{2}\right) \simeq \operatorname{Mat}\left(2, \mathbb{F}_{5}\right)$ by the correspondences

$$
\mathbf{e}_{1} \simeq\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad \mathbf{e}_{2} \simeq\left(\begin{array}{ll}
0 & 2 \\
1 & 0
\end{array}\right)
$$

of an orthogonal basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}\right\}$ of $\langle 1,2\rangle$ on $\mathbb{F}_{5}^{2}$.
3. Choose $\gamma(\lambda, \mu)=(\bar{\lambda}, \mu)$ or $\gamma(\lambda, \mu)=(\lambda, \bar{\mu})$ to find $\alpha \gamma=\gamma \beta$.
4. Only two of the anti-involutions are similar,

$$
\alpha\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{cc}
a & -c \\
-b & d
\end{array}\right), \quad \beta\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{ll}
d & b \\
c & a
\end{array}\right),
$$

as can be seen by choosing the intertwining automorphism

$$
\gamma\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & -1 \\
1 & 1
\end{array}\right)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1 \\
-1 & 1
\end{array}\right)
$$

for which $\alpha \gamma=\gamma \beta$.
5. We must have $1 \otimes 1 \simeq(1,1)$ and may choose $i \otimes i \simeq(1,-1)$ or $i \otimes i \simeq(-1,1)$. If we choose the latter, we may still choose $1 \otimes i \simeq(i, i)$, $i \otimes 1 \simeq(i,-i)$ or $1 \otimes i \simeq(i,-i), i \otimes 1 \simeq(i, i)$ or opposites of both.
6. Choose for $a=a_{0}+i a_{1}+j a_{2}+k a_{3}, b=b_{0}+i b_{1}+j b_{2}+k b_{3}$ in $\mathbb{H}$ the matrix representations

$$
a \simeq\left(\begin{array}{cccc}
a_{0} & -a_{1} & -a_{2} & -a_{3} \\
a_{1} & a_{0} & -a_{3} & a_{2} \\
a_{2} & a_{3} & a_{0} & -a_{1} \\
a_{3} & -a_{2} & a_{1} & a_{0}
\end{array}\right), \quad b \simeq\left(\begin{array}{cccc}
b_{0} & b_{1} & b_{2} & b_{3} \\
-b_{1} & b_{0} & -b_{3} & b_{2} \\
-b_{2} & b_{3} & b_{0} & -b_{1} \\
-b_{3} & -b_{2} & b_{1} & b_{0}
\end{array}\right)
$$

and check that the matrices commute and form two isomorphic images of the ring $\mathbb{H}$.
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## Matrix Representations and Periodicity of 8

The Clifford algebra $\mathcal{C} \ell(Q)$ of a quadratic form $Q$ on a linear space $V$ over a field $\mathbb{F}$ contains an isometric copy of the vector space $V$. In this chapter we will temporarily forget this special feature of the Clifford algebra $\mathcal{C} \ell(Q)$. Then the Clifford algebra of a non-degenerate quadratic form is nothing but a matrix algebra or a direct sum of two matrix algebras. We have already identified the following Clifford algebras:

$$
\begin{aligned}
\mathcal{C} \ell_{2} \simeq \operatorname{Mat}(2, \mathbb{R}), & \mathcal{C} \ell_{0,2} \simeq \mathbb{H}, \\
\mathcal{C} \ell_{3} \simeq \operatorname{Mat}(3, \mathbb{C}), & \mathcal{C} \ell_{0,3} \simeq \mathbb{H} \oplus \mathbb{H}, \\
\mathcal{C} \ell_{4} \simeq \operatorname{Mat}(2, \mathbb{H}), & \mathcal{C} \ell_{3,1} \simeq \operatorname{Mat}(4, \mathbb{R}), \quad \mathcal{C} \ell_{1,3} \simeq \operatorname{Mat}(2, \mathbb{H}) .
\end{aligned}
$$

We will find a general pattern for matrix images of Clifford algebras $\mathcal{C} \ell_{p, q}$ of non-degenerate quadratic spaces $\mathbb{R}^{p, q}$. We will see that $\mathcal{C} \ell_{p, q}$ are isomorphic to real matrix algebras with entries in $\mathbb{R}, \mathbb{C}, \mathbb{H}$ or in ${ }^{2} \mathbb{R}=\mathbb{R} \oplus \mathbb{R},{ }^{2} \mathbb{H}=\mathbb{H} \oplus \mathbb{H}$, that is, their matrix images are

$$
\begin{aligned}
& \operatorname{Mat}(d, \mathbb{R}), \operatorname{Mat}(d, \mathbb{C}), \operatorname{Mat}(d, \mathbb{H}) \quad \text { or } \\
& { }^{2} \operatorname{Mat}(d, \mathbb{R})=\operatorname{Mat}\left(d,{ }^{2} \mathbb{R}\right), \quad{ }^{2} \operatorname{Mat}(d, \mathbb{H})=\operatorname{Mat}\left(d,{ }^{2} \mathbb{H}\right) .
\end{aligned}
$$

Review of Matrix Images of $\mathcal{C} \ell_{p, q}, p+q<5$
The quadratic space $\mathbb{R}^{p, q}$ is an $n$-dimensional real vector space $\mathbb{R}^{n}, n=p+q$, with a non-degenerate symmetric scalar product

$$
\mathbf{x} \cdot \mathbf{y}=x_{1} y_{1}+\ldots+x_{p} y_{p}-x_{p+1} y_{p+1}-\ldots-x_{p+q} y_{p+q}
$$

The scalar product induces the quadratic form

$$
\mathbf{x} \cdot \mathbf{x}=x_{1}^{2}+\ldots+x_{p}^{2}-x_{p+1}^{2}-\ldots-x_{p+q}^{2}
$$

A real associative algebra with unity 1 is the Clifford algebra $\mathcal{C} \ell_{p, q}$ on $\mathbb{R}^{p, q}$
if it contains $\mathbb{R}^{p, q}$ and $\mathbb{R}=\mathbb{R} \cdot 1 \not \subset \mathbb{R}^{p, q}$ as subspaces so that $\mathbb{R}^{p, q}$ generates $\mathcal{C} \ell_{p, q}$ as a real algebra and

$$
\mathbf{x}^{2}=\mathbf{x} \cdot \mathbf{x}
$$

for all $\mathbf{x} \in \mathbb{R}^{p, q}$. Furthermore, we require that $\mathcal{C} \ell_{p, q}$ is not generated by any proper subspace of $\mathbb{R}^{p, q}$.

The identity $\mathbf{x}^{2}=\mathbf{x} \cdot \mathbf{x}$ has a polarized form $\mathbf{x y}+\mathbf{y x}=2 \mathbf{x} \cdot \mathbf{y}$. In an orthonormal basis $\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}$ of $\mathbb{R}^{p, q}$ this means

$$
\mathbf{e}_{i} \mathbf{e}_{j}+\mathbf{e}_{j} \mathbf{e}_{i}=2 g_{i j}
$$

where $g_{i j}=\mathbf{e}_{i} \cdot \mathbf{e}_{j}$ or $g_{i i}=1, i \leq p, g_{i i}=-1, i>p$, and $g_{i j}=0, i \neq j$. The above identity is a condensed form of the relations

$$
\mathbf{e}_{i}^{2}=1,1 \leq i \leq p, \quad \mathbf{e}_{i}^{2}=-1, p<i \leq n, \quad \mathbf{e}_{i} \mathbf{e}_{j}=-\mathbf{e}_{j} \mathbf{e}_{i}, i<j
$$

The requirement that no proper subspace of $\mathbb{R}^{p, q}$ generates $\mathcal{C} \ell_{p, q}$ results in the constraint $\mathbf{e}_{1} \mathbf{e}_{2} \ldots \mathbf{e}_{n} \neq \pm 1$, needed only in the case $p-q=1 \bmod 4$.

The Clifford algebra $\mathcal{C} \ell_{p, q}, p+q=n$, is of dimension $2^{n}$. If the constraint $\mathbf{e}_{1} \mathbf{e}_{2} \ldots \mathbf{e}_{n} \neq \pm 1$ is omitted, then the resulting algebra could be of dimension $2^{n}$ or $2^{n-1}$, the lower value being possible only if $p-q=1 \bmod 4$. In the lowerdimensional case we have $\mathbf{e}_{1} \mathbf{e}_{2} \ldots \mathbf{e}_{n}= \pm 1$, the algebra itself being isomorphic to the two-sided ideal $\frac{1}{2}\left(1 \pm \mathbf{e}_{12 \ldots n}\right) \mathcal{C} \ell_{p, q}$. For instance, the negative definite quadratic space $\mathbb{R}^{0,3}$ has an 8 -dimensional Clifford algebra $\mathcal{C} \ell_{0,3} \simeq \mathbb{H} \oplus \mathbb{H}$, which is a direct sum of two ideals $\frac{1}{2}\left(1 \pm \mathbf{e}_{123}\right) \mathcal{C} \ell_{0,3}$, both isomorphic to the 4 -dimensional quaternion algebra $\mathbb{H}$.

### 16.1 The Euclidean spaces $\mathbb{R}^{n}$

In the positive definite case, $p=n, q=0$, of the Euclidean space we abbreviate $\mathbb{R}^{n, 0}$ to $\mathbb{R}^{n}$ and its Clifford algebra $\mathcal{C} \ell_{n, 0}$ to $\mathcal{C} \ell_{n}$. In the Euclidean case we can speak of the length $|\mathbf{x}|$ of a vector $\mathbf{x} \in \mathbb{R}^{n}$ given by $|\mathbf{x}|^{2}=\mathbf{x} \cdot \mathbf{x} .^{1}$
The Euclidean plane $\mathbb{R}^{2}$. Consider the Euclidean plane $\mathbb{R}^{2}$. The Clifford algebra $\mathcal{C} \ell_{2}$ of $\mathbb{R}^{2}$ is generated by an orthonormal basis $\mathbf{e}_{1}, \mathbf{e}_{2}$ of $\mathbb{R}^{2}$. We have the multiplication rules

$$
\begin{array}{ll}
\mathbf{e}_{1}^{2}=1, \mathbf{e}_{2}^{2}=1 \\
\mathbf{e}_{1} \mathbf{e}_{2}=-\mathbf{e}_{2} \mathbf{e}_{1}
\end{array} \quad \text { corresponding to } \quad\left|\mathbf{e}_{1}\right|=1,\left|\mathbf{e}_{2}\right|=1 ~ 子 \begin{aligned}
& \mathbf{e}_{1} \perp \mathbf{e}_{2} .
\end{aligned}
$$

Using $\mathbf{e}_{1} \mathbf{e}_{2}=-\mathbf{e}_{2} \mathbf{e}_{1}$ and associativity we find $\left(\mathbf{e}_{1} \mathbf{e}_{2}\right)^{2}=-\mathbf{e}_{1}^{2} \mathbf{e}_{2}^{2}$ which implies $\left(\mathbf{e}_{1} \mathbf{e}_{2}\right)^{2}=-1$. This indicates that $\mathbf{e}_{1} \mathbf{e}_{2}$ is neither a scalar nor a vector, but a
1 In the negative definite case we can also speak of the length $|x|$ of $x \in \mathbb{R}^{0, n}$ given by $|\mathbf{x}|^{2}=-\mathbf{x} \cdot \mathbf{x}$.
new kind of unit, called a bivector. The Clifford algebra $\mathcal{C} \ell_{2}$ is 4-dimensional with a basis consisting of

| 1 | a scalar |
| :---: | :--- |
| $\mathbf{e}_{1}, \mathbf{e}_{2}$ | vectors |
| $\mathbf{e}_{1} \mathbf{e}_{2}$ | a bivector. |

Write for short $\mathbf{e}_{12}=\mathbf{e}_{1} \mathbf{e}_{2}$. The Clifford algebra $\mathcal{C} \ell_{2}$ has the following multiplication table:

|  | $\mathbf{e}_{1}$ | $\mathbf{e}_{2}$ | $\mathbf{e}_{12}$ |
| ---: | :---: | :---: | :---: |
| $\mathbf{e}_{1}$ | 1 | $\mathbf{e}_{12}$ | $\mathbf{e}_{2}$ |
| $\mathbf{e}_{2}$ | $-\mathbf{e}_{12}$ | 1 | $-\mathbf{e}_{1}$ |
| $\mathbf{e}_{12}$ | $-\mathbf{e}_{2}$ | $\mathbf{e}_{1}$ | -1 |

The Clifford algebra $\mathcal{C} \ell_{2}$ of the Euclidean plane $\mathbb{R}^{2}$ is isomorphic, as an associative algebra, to the matrix algebra of real $2 \times 2$-matrices $\operatorname{Mat}(2, \mathbb{R})$. This is seen by the correspondences

| $\mathcal{C} \ell_{2}$ | $\operatorname{Mat}(2, \mathbb{R})$ |
| ---: | :--- |
| 1 | $\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ |
| $\mathbf{e}_{1}, \mathbf{e}_{2}$ | $\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right),\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$ |
| $\mathbf{e}_{12}$ | $\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$ |

It should be emphasized that the Clifford algebra $\mathcal{C} \ell_{2}$ has more structure than the matrix algebra $\operatorname{Mat}(2, \mathbb{R})$. The Clifford algebra $\mathcal{C} \ell_{2}$ is the matrix algebra $\operatorname{Mat}(2, \mathbb{R})$ with a specific subspace singled out (and a quadratic form on that subspace making it isometric to the Euclidean plane $\mathbb{R}^{2}$ ).
The 3-dimensional Euclidean space $\mathbb{R}^{3}$. Consider the 3-dimensional Euclidean space $\mathbb{R}^{3}$. The Clifford algebra $\mathcal{C} \ell_{3}$ is generated by an orthonormal basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$ of $\mathbb{R}^{3}$. This time there are three linearly independent bivectors $\mathbf{e}_{12}, \mathbf{e}_{13}, \mathbf{e}_{23}$, each being a square root of -1 . In addition, there is the volume element $\mathbf{e}_{123}=\mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{3}$ which squares to -1 and commutes with all the vectors $\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}$ and thereby also with all the elements of the algebra $\mathcal{C} \ell_{3}$.

The Clifford algebra $\mathcal{C} \ell_{3}$ is 8 -dimensional over $\mathbb{R}$ and has a basis consisting of

| 1 | a scalar |
| :--- | :--- |
| $\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}$ | vectors |
| $\mathbf{e}_{12}, \mathbf{e}_{13}, \mathbf{e}_{23}$ | bivectors |
| $\mathbf{e}_{123}$ | a volume element. |

The Clifford algebra $\mathcal{C} \ell_{3}$ is isomorphic, as a real associative algebra, to the matrix algebra $\operatorname{Mat}(2, \mathbb{C})$ of $2 \times 2$-matrices with entries in $\mathbb{C}$. The isomorphism $\mathcal{C} \ell_{3} \simeq \operatorname{Mat}(2, \mathbb{C})$ of real associative algebras is fixed by the correspondences

$$
\mathbf{e}_{1} \simeq\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad \mathbf{e}_{2} \simeq\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \mathbf{e}_{3} \simeq\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) .
$$

The matrices above are known as Pauli spin matrices. The multiplication of the unit vectors, $\mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{3}=\mathbf{e}_{123}$, results in the correspondence

$$
\mathbf{e}_{123} \simeq\left(\begin{array}{ll}
i & 0 \\
0 & i
\end{array}\right)
$$

As noted above, the volume element $\mathbf{e}_{123}$, such that $\mathbf{e}_{123}^{2}=-1$, commutes with all the elements of the algebra $\mathcal{C} l_{3}$; that is, it belongs to the center of $\mathcal{C} \ell_{3}$. This enables us to view $\mathcal{C} \ell_{3}$ as a complex algebra isomorphic, as an associative algebra, to the matrix algebra of complex $2 \times 2$-matrices $\operatorname{Mat}(2, \mathbb{C})$.
The 4-dimensional Euclidean space $\mathbb{R}^{4}$. The Clifford algebra $\mathcal{C} \ell_{4}$ of the Euclidean space $\mathbb{R}^{4}$ is isomorphic, as an associative algebra, to the real algebra $\operatorname{Mat}(2, \mathbb{H})$ of $2 \times 2$-matrices with entries in the division ring of quaternions $\mathbb{H}$. Using an orthonormal basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}, \mathbf{e}_{4}\right\}$ of $\mathbb{R}^{4}$ we can find the correspondences

$$
\begin{aligned}
& \mathbf{e}_{1}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \mathbf{e}_{2}=\left(\begin{array}{cc}
0 & -j \\
j & 0
\end{array}\right), \quad \mathbf{e}_{3}=\left(\begin{array}{cc}
0 & -k \\
k & 0
\end{array}\right) \\
& \mathbf{e}_{4}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) .
\end{aligned}
$$

The Clifford algebra $\mathcal{C} \ell_{4}$ is of dimension 16 and has a basis consisting of

| 1 | a scalar |
| :--- | :--- |
| $\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}, \mathbf{e}_{4}$ | vectors |
| $\mathbf{e}_{12}, \mathbf{e}_{13}, \mathbf{e}_{14}, \mathbf{e}_{23}, \mathbf{e}_{24}, \mathbf{e}_{34}$ | bivectors |
| $\mathbf{e}_{123}, \mathbf{e}_{124}, \mathbf{e}_{134}, \mathbf{e}_{234}$ | 3-vectors |
| $\mathbf{e}_{1234}$ | a 4 -volume element. |

An arbitrary element $u=\langle u\rangle_{0}+\langle u\rangle_{1}+\langle u\rangle_{2}+\langle u\rangle_{3}+\langle u\rangle_{4}$ in $\mathcal{C} \ell_{4}$ is a sum of a scalar $\langle u\rangle_{0}$, a vector $\langle u\rangle_{1}$, a bivector $\langle u\rangle_{2}$, a 3 -vector $\langle u\rangle_{3}$ and a volume
element $\langle u\rangle_{4}$.
Split complex numbers $\mathbb{R} \oplus \mathbb{R}$. The Clifford algebra $\mathcal{C} \ell_{1}$ of the Euclidean line $\mathbb{R}^{1}=\mathbb{R}$ is spanned by $1, \mathbf{e}_{1}$ where $\mathbf{e}_{1}^{2}=1$. Its multiplication table is

|  | 1 | $\mathbf{e}_{1}$ |
| ---: | :---: | :---: |
| 1 | 1 | $\mathbf{e}_{1}$ |
| $\mathbf{e}_{1}$ | $\mathbf{e}_{1}$ | 1 |

The Clifford algebra $\mathcal{C} \ell_{1}$ is isomorphic, as an associative algebra, to the doublefield $\mathbb{R} \oplus \mathbb{R}$ of split complex numbers. The product of two elements ( $\alpha_{1}, \alpha_{2}$ ) and ( $\beta_{1}, \beta_{2}$ ) in $\mathbb{R} \oplus \mathbb{R}$ is defined component-wise:

$$
\left(\alpha_{1}, \alpha_{2}\right)\left(\beta_{1}, \beta_{2}\right)=\left(\alpha_{1} \beta_{1}, \alpha_{2} \beta_{2}\right)
$$

The isomorphism $\mathcal{C} \ell_{1} \simeq \mathbb{R} \oplus \mathbb{R}$ can be seen by the correspondences

| $\mathcal{C} \ell_{1}$ | $\mathbb{R} \oplus \mathbb{R}$ |
| ---: | :--- |
| 1 | $(1,1)$ |
| $\mathbf{e}_{1}$ | $(1,-1)$ |

The Clifford algebra $\mathcal{C} \ell_{1} \simeq \mathbb{R} \oplus \mathbb{R}$ is a direct sum of two ideals spanned by the idempotents $\frac{1}{2}\left(1+\mathbf{e}_{1}\right) \simeq(1,0)$ and $\frac{1}{2}\left(1-\mathbf{e}_{1}\right) \simeq(0,1)$.
The 5-dimensional Euclidean space $\mathbb{R}^{5}$. The Clifford algebra $\mathcal{C} \ell_{5}$ of $\mathbb{R}^{5}$ is isomorphic to ${ }^{2} \operatorname{Mat}(2, \mathbb{H})=\operatorname{Mat}\left(2,{ }^{2} \mathbb{H}\right)$, as can be seen by the correspondences

$$
\begin{aligned}
& \mathbf{e}_{1}=\left(\begin{array}{ll}
(0,0) & (-i, i) \\
(i,-i) & (0,0)
\end{array}\right), \mathbf{e}_{2}=\left(\begin{array}{cc}
(0,0) & (-j, j) \\
(j,-j) & (0,0)
\end{array}\right), \mathbf{e}_{3}=\left(\begin{array}{cc}
(0,0) & (-k, k) \\
(k,-k) & (0,0)
\end{array}\right) \\
& \mathbf{e}_{4}=\left(\begin{array}{cc}
(1,-1) & (0,0) \\
(0,0) & (-1,1)
\end{array}\right), \mathbf{e}_{5}=\left(\begin{array}{cc}
(0,0) & (1,-1) \\
(1,-1) & (0,0)
\end{array}\right) .
\end{aligned}
$$

The Clifford algebra $\mathcal{C} \ell_{5}$ has two central idempotents

$$
\frac{1}{2}\left(1+\mathbf{e}_{12345}\right)=\left(\begin{array}{cc}
(1,0) & (0,0) \\
(0,0) & (1,0)
\end{array}\right), \frac{1}{2}\left(1-\mathbf{e}_{12345}\right)=\left(\begin{array}{cc}
(0,1) & (0,0) \\
(0,0) & (0,1)
\end{array}\right)
$$

which both project out of $\mathcal{C} \ell_{5}$ an isomorphic copy of $\operatorname{Mat}(2, \mathbb{H})$, that is, $\frac{1}{2}(1 \pm$ $\left.\mathbf{e}_{12345}\right) \mathcal{C} \ell_{5} \simeq \operatorname{Mat}(2, \mathbb{H})$. An isomorphic copy of $\frac{1}{2}\left(1 \pm \mathbf{e}_{12345}\right) \mathcal{C} \ell_{5}$ is constructed within another subspace of $\mathcal{C} \ell_{5}$ in the following counter-example.
Counter-example. Consider the subspace of scalars, vectors and bivectors $\mathbb{R} \oplus$ $\mathbb{R}^{5} \oplus \bigwedge^{2} \mathbb{R}^{5}$ of dimension $1+5+\frac{1}{2} 5(5-1)=\frac{1}{2} 2^{5}$. Introduce in this subspace a new product $u \circ v$ defined by (one of the following)

$$
u \circ v=\left\langle u v\left(1 \pm \mathbf{e}_{12345}\right)\right\rangle_{0,1,2}
$$

where $\langle w\rangle_{0,1,2}=\langle w\rangle_{0}+\langle w\rangle_{1}+\langle w\rangle_{2}$. This new product is associative and satisfies

$$
\mathbf{x} \circ \mathbf{x}=|\mathbf{x}|^{2} \text { for } \mathbf{x} \in \mathbb{R}^{5} .
$$

However, $\mathbf{e}_{1} \circ \mathbf{e}_{2} \circ e_{3} \circ \mathbf{e}_{4} \circ e_{5}= \pm 1$. As a sample, this new product satisfies

$$
\begin{aligned}
& \mathbf{e}_{1} \circ \mathbf{e}_{2}=\mathbf{e}_{12}, \mathbf{e}_{1} \circ \mathbf{e}_{12}=\mathbf{e}_{2}, \mathbf{e}_{12} \circ \mathbf{e}_{12}=-1, \mathbf{e}_{12} \circ \mathbf{e}_{23}=\mathbf{e}_{13} \\
& \mathbf{e}_{1} \circ \mathbf{e}_{23}=\mp \mathbf{e}_{45}, \mathbf{e}_{12} \circ \mathbf{e}_{34}= \pm \mathbf{e}_{5} .
\end{aligned}
$$

The multiplication table of this new product is given by the following matrices

$$
\begin{array}{ll}
\mathbf{e}_{1}= \pm\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), & \mathbf{e}_{2}= \pm\left(\begin{array}{cc}
0 & -j \\
j & 0
\end{array}\right), \quad \mathbf{e}_{3}= \pm\left(\begin{array}{cc}
0 & -k \\
k & 0
\end{array}\right), \\
\mathbf{e}_{4}= \pm\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad \mathbf{e}_{5}= \pm\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right) .
\end{array}
$$

This serves as a counter-example to a belief that the Clifford algebra would be uniquely generated by its subspaces $\mathbb{R}$ and $\mathbb{R}^{n}$.

## The 3-dimensional anti-Euclidean space $\mathbb{R}^{0,3}$

The anti-Euclidean space $\mathbb{R}^{0,3}$ has a negative definite quadratic form sending a vector $\mathbf{x}=x_{1} \mathbf{e}_{1}+x_{2} \mathbf{e}_{2}+x_{3} \mathbf{e}_{3}$ to the scalar

$$
\mathbf{x} \cdot \mathbf{x}=-\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)
$$

An orthonormal basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$ of $\mathbb{R}^{0,3}$ obeys the multiplication rules

$$
\begin{aligned}
& \mathbf{e}_{1}^{2}=\mathbf{e}_{2}^{2}=\mathbf{e}_{3}^{2}=-1 \quad \text { and } \\
& \mathbf{e}_{1} \mathbf{e}_{2}=-\mathbf{e}_{2} \mathbf{e}_{1}, \mathbf{e}_{1} \mathbf{e}_{3}=-\mathbf{e}_{3} \mathbf{e}_{1}, \mathbf{e}_{2} \mathbf{e}_{3}=-\mathbf{e}_{3} \mathbf{e}_{2}
\end{aligned}
$$

These relations are satisfied by the unit quaternions

$$
i=\mathbf{e}_{1}, \quad j=\mathbf{e}_{2}, \quad k=\mathbf{e}_{3}
$$

in $\mathbb{H}$. The rule $i j k=-1$, or $\mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{3}=-1$, means that the real algebra $\mathbb{H}=\mathbb{R} \oplus \mathbb{R}^{0,3}$ is generated by a proper subspace $\mathbb{R}^{0,2}$ of $\mathbb{R}^{0,3}$. In other words, each quaternion can be expressed in the form $x=x_{0}+x_{1} \mathbf{e}_{1}+x_{2} \mathbf{e}_{2}+x_{3} \mathbf{e}_{1} \mathbf{e}_{2}$ where $\mathbf{e}_{3}=\mathbf{e}_{1} \mathbf{e}_{2}$. This matter is expressed by saying that $\mathbb{H}$ is an algebra of the quadratic form

$$
x_{1} \mathbf{e}_{1}+x_{2} \mathbf{e}_{2}+x_{3} \mathbf{e}_{3} \rightarrow-\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)
$$

although it is not the Clifford algebra $\mathcal{C} \ell_{0,3}$. The 8-dimensional Clifford algebra $\mathcal{C} \ell_{0,3}$ is isomorphic, as an associative algebra, to the direct sum $\mathbb{H} \oplus \mathbb{H}$. This
can be seen by the correspondences

| $\mathcal{C} \ell_{0,3}$ | $\mathbb{H} \oplus \mathbb{H}$ |
| ---: | :--- |
| 1 | $(1,1)$ |
| $\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}$ | $(i,-i),(j,-j),(k,-k)$ |
| $\mathbf{e}_{23}, \mathbf{e}_{31}, \mathbf{e}_{12}$ | $(i, i),(j, j),(k, k)$ |
| $\mathbf{e}_{123}$ | $(-1,1)$ |

The Clifford algebra $\mathcal{C} \ell_{0,3}$ of $\mathbb{R}^{0,3}$ is the universal object in the category of algebras of the quadratic form

$$
x_{1} \mathbf{e}_{1}+x_{2} \mathbf{e}_{2}+x_{3} \mathbf{e}_{3} \rightarrow-\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)
$$

or for short in the category of quadratic algebras. ${ }^{2}$ If there are other objects in this category, they are quotients of the universal object with respect to a two-sided ideal. This gives us two other algebras of dimension 4; in one of them we have the relation $\mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{3}=1$ and in the other $\mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{3}=-1$. These two algebras of dimension 4 are linearly isomorphic to $\mathbb{R} \oplus \mathbb{R}^{0,3}$. In the category of quadratic algebras these two algebras of dimension 4 are not isomorphic with each other, which means that the relations $\mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{3}=1$ and $\mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{3}=-1$ prevent the identity mapping on $\mathbb{R}^{0,3}$ being extended to an isomorphism in this category. However, in the category of all associative algebras these two algebras of dimension 4 are isomorphic with each other (and with the quaternion algebra $\mathbb{H}=\mathbb{R} \oplus \mathbb{R}^{0,3}$ ). The isomorphism can be seen by the mappings

$$
\mathbf{e}_{1} \rightarrow \mathbf{e}_{1}, \mathbf{e}_{2} \rightarrow \mathbf{e}_{2} \quad \text { and } \quad \mathbf{e}_{3} \rightarrow-\mathbf{e}_{3}
$$

### 16.2 Indefinite metrics $\mathbb{R}^{p, q}$

The hyperbolic plane $\mathbb{R}^{1,1}$. The hyperbolic plane is the linear space $\mathbb{R}^{2}$ endowed with a quadratic form

$$
(u, v) \rightarrow u v
$$

which by change of variables $u=x_{1}+x_{2}, v=x_{1}-x_{2}$ is seen to be

$$
\left(x_{1}, x_{2}\right) \rightarrow x_{1}^{2}-x_{2}^{2} .
$$

Thus the hyperbolic plane is indefinite, neutral and has the Lorentz signature $\mathbb{R}^{1,1}$. The Clifford algebra $\mathcal{C} \ell_{1,1}$ of $\mathbb{R}^{1,1}$ is isomorphic, as an associative algebra,

[^35]to the matrix algebra $\operatorname{Mat}(2, \mathbb{R})$ by the correspondences

| $\mathcal{C} \ell_{1,1}$ | $\operatorname{Mat}(2, \mathbb{R})$ |
| ---: | :--- |
| 1 | $\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ |
| $\mathbf{e}_{1}, \mathbf{e}_{2}$ | $\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right),\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$ |
| $\mathbf{e}_{12}$ | $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$ |

Note that the Clifford algebras $\mathcal{C} \ell_{1,1}$ and $\mathcal{C} \ell_{2} \simeq \operatorname{Mat}(2, \mathbb{R})$ are isomorphic as associative algebras but non-isomorphic as quadratic algebras.
The Minkowski space-time $\mathbb{R}^{3,1}$. The elements of an orthonormal basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}, \mathbf{e}_{4}\right\}$ of $\mathbb{R}^{3,1}$ anticommute, $\mathbf{e}_{\mu} \mathbf{e}_{\nu}=-\mathbf{e}_{\nu} \mathbf{e}_{\mu}$, and have unit squares, $\mathbf{e}_{1}^{2}=\mathbf{e}_{2}^{2}=\mathbf{e}_{3}^{2}=1, \mathbf{e}_{4}^{2}=-1$. The basis vectors are often given the following representation by complex $4 \times 4$-matrices:

$$
\mathbf{e}_{k}=\mathrm{e}^{k}=\left(\begin{array}{cc}
0 & \sigma_{k} \\
\sigma_{k} & 0
\end{array}\right) \text { for } k=1,2,3 \text { and } \mathbf{e}_{4}=-\mathbf{e}^{4}=\left(\begin{array}{cc}
i & 0 \\
0 & -i
\end{array}\right)
$$

where we recognize the $2 \times 2$ Pauli spin matrices $\sigma_{1}, \sigma_{2}, \sigma_{3}$. It is possible to represent $\mathcal{C} \ell_{3,1}$ by real matrices as follows:

$$
\begin{aligned}
& \mathbf{e}_{1}=\left(\begin{array}{cc}
\sigma_{3} & 0 \\
0 & -\sigma_{3}
\end{array}\right), \quad \mathbf{e}_{2}=\left(\begin{array}{cc}
\sigma_{1} & 0 \\
0 & \sigma_{1}
\end{array}\right), \quad \mathbf{e}_{3}=\left(\begin{array}{cc}
0 & \sigma_{3} \\
\sigma_{3} & 0
\end{array}\right), \\
& \mathbf{e}_{4}=\left(\begin{array}{cc}
-i \sigma_{2} & 0 \\
0 & -i \sigma_{2}
\end{array}\right) .
\end{aligned}
$$

This implies $\mathcal{C} \ell_{3,1} \simeq \operatorname{Mat}(4, \mathbb{R})$.
The Minkowski time-space $\mathbb{R}^{1,3}$. In the signature $\mathbb{R}^{1,3}$ one usually gives the following representation by complex $4 \times 4$-matrices:

$$
\begin{aligned}
& \gamma_{0}=\gamma^{0}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad \text { and } \\
& \gamma_{k}=-\gamma^{k}=\left(\begin{array}{cc}
0 & -\sigma_{k} \\
\sigma_{k} & 0
\end{array}\right), \quad \text { for } k=1,2,3 .
\end{aligned}
$$

In addition to the above matrix representation one can represent the Clifford algebra $\mathcal{C} \ell_{1,3}$ by the following $2 \times 2$-matrices with quaternion entries:

$$
\begin{aligned}
& \gamma_{0}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \\
& \gamma_{1}=\left(\begin{array}{ll}
0 & i \\
i & 0
\end{array}\right), \quad \gamma_{2}=\left(\begin{array}{ll}
0 & j \\
j & 0
\end{array}\right), \quad \gamma_{3}=\left(\begin{array}{ll}
0 & k \\
k & 0
\end{array}\right) .
\end{aligned}
$$

Since the Clifford algebra $\mathcal{C} \ell_{1,3}$ and the matrix algebra $\operatorname{Mat}(2, \mathbb{H})$ of $2 \times 2$ matrices with entries in $\mathbb{H}$ are both real algebras of dimension 16, the above correspondences establish an isomorphism of associative algebras, that is, $\mathcal{C} \ell_{1,3} \simeq$ $\operatorname{Mat}(2, \mathbb{H})$.

A short look at physics: A vector $u=u_{0} \gamma^{0}+u_{1} \gamma^{1}+u_{2} \gamma^{2}+u_{3} \gamma^{3}$ with square $u^{2}=u_{0}^{2}-u_{1}^{2}-u_{2}^{2}-u_{3}^{2}$ can be time-like $u^{2}>0$, null $u^{2}=0$, or space-like $u^{2}<0$. A time-like vector or non-zero null vector can be future oriented $u_{0}>0$ or past oriented $u_{0}<0$. A time-like future oriented unit vector $u, u^{2}=1$, gives the velocity $v<c$ of a real particle by

$$
u_{0}=\frac{1}{\sqrt{1-\frac{v^{2}}{c^{2}}}}
$$

Physicists might want to observe that the Clifford algebras $\mathcal{C} \ell_{3,1} \simeq \operatorname{Mat}(4, \mathbb{R})$ and $\mathcal{C} \ell_{1,3} \simeq \operatorname{Mat}(2, \mathbb{H})$ are not isomorphic as associative algebras, even though both of them have the same complexification $\operatorname{Mat}(4, \mathbb{C})$ with the same complex structure but with different real structures ( $=$ different real subalgebras). The complexified Clifford algebras $\mathbb{C} \otimes \mathcal{C} \ell_{1,3} \simeq \mathbb{C} \otimes \mathcal{C} \ell_{3,1}$ have a 4 -dimensional irreducible left ideal (8-dimensional real subspace). As a graded left ideal this ideal is also irreducible. The real algebra $\mathcal{C} \ell_{1,3}$ has an 8 -dimensional irreducible left ideal, which is also graded. However, the real algebra $\mathcal{C} \ell_{3,1}$ has a 4 -dimensional irreducible ideal, which is not graded (that is $\mathcal{C} \ell_{3,1}$ does not have primitive idempotents sitting in $\mathcal{C} \ell_{3,1}^{+}$), and an 8 -dimensional irreducible graded ideal.

## The Table of Clifford Algebras

The Clifford algebra $\mathcal{C} \ell_{p, q}$, where $p-q \neq 1 \bmod 4$, is a simple algebra of dimension $2^{n}$, where $n=p+q$, and therefore isomorphic with a full matrix algebra with entries in $\mathbb{R}, \mathbb{C}$, or $\mathbb{H}$. The Clifford algebra $\mathcal{C} \ell_{p, q}$, where $p-q=$ $1 \bmod 4$, is a semi-simple algebra of dimension $2^{n}$ so that the two central idempotents $\frac{1}{2}\left(1 \pm \mathbf{e}_{1} \mathbf{e}_{2} \ldots \mathbf{e}_{n}\right)$ project out two copies of a full matrix algebra with entries in $\mathbb{R}$ or $\mathbb{H}$. To put it slightly differently, the Clifford algebra $\mathcal{C} \ell_{p, q}$
has a faithful representation as a matrix algebra with entries in $\mathbb{R}, \mathbb{C}, \mathbb{H}$ or $\mathbb{R} \oplus \mathbb{R}, \mathbb{H} \oplus \mathbb{H}$. In the rings ${ }^{2} \mathbb{R}=\mathbb{R} \oplus \mathbb{R}$ and ${ }^{2} \mathbb{H}=\mathbb{H} \oplus \mathbb{H}$ the multiplication is defined component-wise:

$$
\left(a_{1}, a_{2}\right)\left(b_{1}, b_{2}\right)=\left(a_{1} b_{1}, a_{2} b_{2}\right)
$$

16.3 Matrix representation $\mathcal{C} \ell_{p+1, q+1} \simeq \operatorname{Mat}\left(2, \mathcal{C} \ell_{p, q}\right)$

Let $\left\{\mathrm{e}_{1}, \mathrm{e}_{2}, \ldots, \mathrm{e}_{n}\right\}$ be an orthonormal basis of $\mathbb{R}^{p, q}, n=p+q$, generating the Clifford algebra $\mathcal{C} \ell_{p, q}$. The $2 \times 2$-matrices

$$
\left(\begin{array}{cc}
\mathbf{e}_{i} & 0 \\
0 & -\mathbf{e}_{i}
\end{array}\right) \quad \text { for } i=1,2, \ldots, n, \quad\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right), \quad\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)
$$

anticommute and generate the Clifford algebra $\mathcal{C} \ell_{p+1, q+1}$. In other words, the Clifford algebra $\mathcal{C} \ell_{p+1, q+1}$ is isomorphic, as an associative algebra, to the algebra of $2 \times 2$-matrices with entries in the Clifford algebra $\mathcal{C} \ell_{p, q}$. This can be condensed by writing $\mathcal{C} \ell_{p+1, q+1} \simeq \operatorname{Mat}\left(2, \mathcal{C} \ell_{p, q}\right)$.
Examples. Recall that $\mathcal{C} \ell_{1} \simeq{ }^{2} \mathbb{R}=\mathbb{R} \oplus \mathbb{R}$ by setting $\mathbf{e}_{1} \simeq(1,-1)$. This implies the isomorphism $\mathcal{C} \ell_{2,1} \simeq{ }^{2} \operatorname{Mat}(2, \mathbb{R})$. Recall that $\mathcal{C} \ell_{0,3} \simeq{ }^{2} \mathbb{H}=\mathbb{H} \oplus \mathbb{H}$, which implies $\mathcal{C} \ell_{1,4} \simeq{ }^{2} \operatorname{Mat}(2, \mathbb{H})$. Recall that $\mathcal{C} \ell_{1,3} \simeq \operatorname{Mat}(2, \mathbb{H})$ which implies $\mathcal{C} \ell_{2,4} \simeq \operatorname{Mat}(4, \mathbb{H})$.

Supplement an orthonormal basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}\right\}$ of $\mathbb{R}^{p, q}$ with two more anticommuting basis vectors $\mathbf{e}_{+}$and $\mathbf{e}_{-}$such that $\mathbf{e}_{+}^{2}=1$ and $\mathbf{e}_{-}^{2}=-1$ to form an orthonormal basis of $\mathbb{R}^{p+1, q+1}$. The generators $\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}, \mathbf{e}_{+}, \mathbf{e}_{-}$ of $\mathcal{C} \ell_{p+1, q+1}$ correspond to the generators

$$
\begin{aligned}
& \mathbf{e}_{i} \simeq\left(\begin{array}{cc}
\mathrm{e}_{i} & 0 \\
0 & -\mathbf{e}_{i}
\end{array}\right) \quad \text { for } i=1,2, \ldots, n, \\
& \mathbf{e}_{+} \simeq\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad \mathbf{e}_{-} \simeq\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)
\end{aligned}
$$

of $\operatorname{Mat}\left(2, \mathcal{C} \ell_{p, q}\right)$, so that the element $a \in \mathcal{C} \ell_{p, q}$ is represented by a matrix

$$
a \simeq\left(\begin{array}{ll}
a & 0 \\
0 & \hat{a}
\end{array}\right)
$$

where the hat means the grade involution $\hat{a}=a_{0}-a_{1}$ with $a_{0}=\operatorname{even}(a)$ and $a_{1}=\operatorname{odd}(a)$. There is another possibility to embed $\mathcal{C} \ell_{p, q}$ into $\operatorname{Mat}\left(2, \mathcal{C} \ell_{p, q}\right)$, so that $a \in \mathcal{C} \ell_{p, q}$ is represented by

$$
a^{\prime}=a_{0}+a_{1} \mathbf{e}_{+} \mathbf{e}_{-} \simeq\left(\begin{array}{ll}
a & 0 \\
0 & a
\end{array}\right)
$$

which is just a multiple of the identity matrix. Since $a^{\prime}=a_{0}+a_{1} \mathbf{e}_{+} \mathbf{e}_{-}$commutes with

$$
\begin{aligned}
& \frac{1}{2}\left(1+e_{+} e_{-}\right) \simeq\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right), \quad \frac{1}{2}\left(e_{+}-e_{-}\right) \simeq\left(\begin{array}{cc}
0 & 1 \\
0 & 0
\end{array}\right) \\
& \frac{1}{2}\left(e_{+}+e_{-}\right) \simeq\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right), \quad \frac{1}{2}\left(1-e_{+} \mathbf{e}_{-}\right) \simeq\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)
\end{aligned}
$$

we have the correspondence $\operatorname{Mat}\left(2, \mathcal{C} \ell_{p, q}\right) \simeq \mathcal{C} \ell_{p+1, q+1}$, given by

$$
\begin{aligned}
& \left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=a\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)+b\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)+c\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)+d\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right) \\
& \simeq a^{\prime} \frac{1}{2}\left(1+\mathbf{e}_{+} \mathbf{e}_{-}\right)+b^{\prime} \frac{1}{2}\left(\mathbf{e}_{+}-\mathbf{e}_{-}\right)+c^{\prime} \frac{1}{2}\left(\mathbf{e}_{+}+\mathbf{e}_{-}\right)+d^{\prime} \frac{1}{2}\left(1-\mathbf{e}_{+} \mathbf{e}_{-}\right) \\
& \quad=a \frac{1}{2}\left(1+\mathbf{e}_{+} \mathbf{e}_{-}\right)+b \frac{1}{2}\left(\mathbf{e}_{+}-\mathbf{e}_{-}\right)+\hat{c} \frac{1}{2}\left(\mathbf{e}_{+}+\mathbf{e}_{-}\right)+\hat{d}^{\frac{1}{2}\left(1-\mathbf{e}_{+} \mathbf{e}_{-}\right)} \\
& \quad=\frac{1}{2}\left(1+\mathbf{e}_{+} \mathbf{e}_{-}\right) a+\frac{1}{2}\left(\mathbf{e}_{+}-\mathbf{e}_{-}\right) \hat{b}+\frac{1}{2}\left(\mathbf{e}_{+}+\mathbf{e}_{-}\right) c+\frac{1}{2}\left(1-\mathbf{e}_{+} \mathbf{e}_{-}\right) \hat{d}
\end{aligned}
$$

To put all this in another way: The Clifford algebra $\mathcal{C} \ell_{p+1, q+1}$ contains an isomorphic copy of $\mathcal{C} \ell_{p, q}$ generated by the elements $\mathbf{e}_{i}^{\prime}=\mathbf{e}_{i} \mathbf{e}_{+} \mathbf{e}_{-}$, where $i=$ $1,2, \ldots, n=p+q$, in such a way that each element of $\mathcal{C} \ell_{p, q}$ commutes with every element of a copy of $\mathcal{C} \ell_{1,1}$ generated by $\mathbf{e}_{+}$and $\mathbf{e}_{-}$, and further that $\mathcal{C} \ell_{p, q}$ and $\mathcal{C} \ell_{1,1}$ together generate all of $\mathcal{C} \ell_{p+1, q+1}$. These considerations can be condensed by writing

$$
\mathcal{C} \ell_{p, q} \otimes \mathcal{C} \ell_{1,1} \simeq \mathcal{C} \ell_{p+1, q+1}
$$

where $\mathcal{C} \ell_{1,1} \simeq \operatorname{Mat}(2, \mathbb{R})$.
Symmetry $\mathcal{C} \ell_{p, q} \simeq \mathcal{C} \ell_{q+1, p-1}$. Take an orthonormal basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}\right\}$ of $\mathbb{R}^{p, q}$ where $p \geq 1$ and set

$$
\mathbf{e}_{1}^{\prime}=\mathbf{e}_{1} \quad \text { and } \quad \mathbf{e}_{i}^{\prime}=\mathbf{e}_{i} \mathbf{e}_{1} \quad \text { for } \quad i>1
$$

The elements $\mathrm{e}_{i}^{\prime}$ where $i=1,2, \ldots, n$ anticommute with each other so that $\mathbf{e}_{1}^{\prime 2}=\mathbf{e}_{1}^{2}$ and $\mathbf{e}_{i}^{\prime 2}=-\mathbf{e}_{i}^{2}$ for $i>1$. Therefore, the subset $\left\{\mathbf{e}_{1}^{\prime}, \mathbf{e}_{2}^{\prime}, \ldots, \mathbf{e}_{n}^{\prime}\right\}$ of $\mathcal{C} \ell_{p, q}$ is a generating set for $\mathcal{C} \ell_{q+1, p-1}$. This proves the isomorphism

$$
\mathcal{C} \ell_{p, q} \simeq \mathcal{C} \ell_{q+1, p-1}
$$

when $p \geq 1$.
Examples. Recall that $\mathcal{C} \ell_{3} \simeq \operatorname{Mat}(2, \mathbb{C})$, which by symmetry implies $\mathcal{C} \ell_{1,2} \simeq$ $\operatorname{Mat}(2, \mathbb{C})$. Recall that $\mathcal{C} \ell_{3,1} \simeq \operatorname{Mat}(4, \mathbb{R})$, which implies $\mathcal{C} \ell_{2,2} \simeq \operatorname{Mat}(4, \mathbb{R})$. From $\mathcal{C} \ell_{0,4} \simeq \operatorname{Mat}(2, \mathbb{H})$ we can first deduce $\mathcal{C} \ell_{1,5} \simeq \operatorname{Mat}(4, \mathbb{H})$ (by adding a hyperbolic plane) which implies $\mathcal{C} \ell_{6} \simeq \operatorname{Mat}(4, \mathbb{H})$.

### 16.4 Periodicity of 8

Table 1, of Clifford algebras, contains or continues with two kinds of periodicities of 8 , namely for algebras of the same dimension $\mathcal{C} \ell_{p, q} \simeq \mathcal{C} \ell_{p-4, q+4}$ where $p \geq 4$, and for algebras of different dimension $\mathcal{C} \ell_{p+8, q} \simeq \operatorname{Mat}\left(16, \mathcal{C} \ell_{p, q}\right)$. Let us first prove $\mathcal{C} \ell_{p, q} \simeq \mathcal{C} \ell_{p-4, q+4}$ where $p \geq 4$. Take an orthonormal basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}\right\}$ of $\mathbb{R}^{p, q}$ and set

$$
\begin{array}{ll}
\mathbf{e}_{i}^{\prime}=\mathbf{e}_{i} \mathbf{h} & \text { for } \quad i=1,2,3,4 \\
\mathbf{e}_{i}^{\prime}=\mathbf{e}_{i} & \text { for } \quad i>4
\end{array}
$$

where $\mathbf{h}=\mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{3} \mathbf{e}_{4}$. Then the subset $\left\{\mathbf{e}_{1}^{\prime}, \mathbf{e}_{2}^{\prime}, \ldots, \mathbf{e}_{n}^{\prime}\right\}$ of $\mathcal{C} \ell_{p, q}$ is a generating set for $\mathcal{C} \ell_{p-4, q+4}$, which implies the isomorphism

$$
\mathcal{C} \ell_{p, q} \simeq \mathcal{C} \ell_{p-4, q+4}
$$

where $p \geq 4$. These isomorphisms are due to Cartan 1908 p. 464.
Examples. Recall that $\mathcal{C} \ell_{6} \simeq \operatorname{Mat}(4, \mathbb{H})$, which implies $\mathcal{C} \ell_{2,4} \simeq \operatorname{Mat}(4, \mathbb{H})$. From $\mathcal{C} \ell_{3} \simeq \operatorname{Mat}(2, \mathbb{C})$ deduce first $\mathcal{C} \ell_{4,1} \simeq \operatorname{Mat}(4, \mathbb{C})$, which implies $\mathcal{C} \ell_{0,5} \simeq$ $\operatorname{Mat}(4, \mathbb{C})$. From $\mathcal{C} \ell_{2,2} \simeq \operatorname{Mat}(4, \mathbb{R})$ we first deduce $\mathcal{C} \ell_{3,3} \simeq \operatorname{Mat}(8, \mathbb{R})$; then by $\mathcal{C} \ell_{3,3} \simeq \mathcal{C} \ell_{4,2}$ and $\mathcal{C} \ell_{4,2} \simeq \mathcal{C} \ell_{0,6}$ we find $\mathcal{C} \ell_{0,6} \simeq \operatorname{Mat}(8, \mathbb{R})$. From $\mathcal{C} \ell_{3,3} \simeq$ $\operatorname{Mat}(8, \mathbb{R})$ we find $\mathcal{C} \ell_{4,4} \simeq \operatorname{Mat}(16, \mathbb{R})$ and also $\mathcal{C} \ell_{8} \simeq \operatorname{Mat}(16, \mathbb{R})$ and $\mathcal{C} \ell_{0,8} \simeq$ $\operatorname{Mat}(16, \mathbb{R})$.
Next, prove $\mathcal{C} \ell_{p+8, q} \simeq \operatorname{Mat}\left(16, \mathcal{C} \ell_{p, q}\right)$ by showing that $\mathcal{C} \ell_{p, q+8} \simeq \operatorname{Mat}\left(16, \mathcal{C} \ell_{p, q}\right)$. Take an orthonormal basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}, \mathbf{e}_{n+1}, \ldots, \mathbf{e}_{n+8}\right\}$ of $\mathbb{R}^{p, q+8}$ where $n=p+q$ and set

$$
\mathbf{e}_{i}^{\prime}=\mathbf{e}_{i} \mathbf{e}_{n+1} \ldots \mathbf{e}_{n+8} \quad \text { for } \quad i=1,2, \ldots, n=p+q
$$

Then the subset $\left\{\mathbf{e}_{1}^{\prime}, \mathbf{e}_{2}^{\prime}, \ldots, \mathbf{e}_{n}^{\prime}\right\}$ of $\mathcal{C} \ell_{p, q+8}$ generates a subalgebra isomorphic to $\mathcal{C} \ell_{p, q}$. The subalgebra generated by $\mathbf{e}_{n+1}, \ldots, \mathbf{e}_{n+8}$ is isomorphic to $\mathcal{C} \ell_{0,8} \simeq$ $\operatorname{Mat}(16, \mathbb{R})$. These two subalgebras commute with each other element-wise and generate all of $\mathcal{C} \ell_{p, q+8}$, which shows that

$$
\mathcal{C} \ell_{p, q+8} \simeq \mathcal{C} \ell_{p, q} \otimes \operatorname{Mat}(16, \mathbb{R}) \simeq \operatorname{Mat}\left(16, \mathcal{C} \ell_{p, q}\right)
$$

Similarly, $\mathcal{C} \ell_{p+8, q} \simeq \mathcal{C} \ell_{p, q} \otimes \operatorname{Mat}(16, \mathbb{R}) \simeq \operatorname{Mat}\left(16, \mathcal{C} \ell_{p, q}\right)$. These isomorphisms are due to Cartan 1908.
Example. Note that $\mathcal{C} \ell_{0,1} \simeq \mathbb{C}$ which implies $\mathcal{C} \ell_{8,1} \simeq \operatorname{Mat}(16, \mathbb{C})$. Recall that $\mathcal{C} \ell_{1,1} \simeq \operatorname{Mat}(2, \mathbb{R})$ and so $\mathcal{C} \ell_{1,9} \simeq \operatorname{Mat}(32, \mathbb{R})$.

Table 1. Clifford Algebras $\mathcal{C} \ell_{p, q}, p+q<8$.

| ${ }_{p+q}^{p-q}$ | $\begin{array}{cccccccccccccccc}-7 & -6 & -5 & -4 & -3 & -2 & -1 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7\end{array}$ |
| :---: | :---: |
| 0 | $\mathbb{R}$ |
| 1 | $\mathbb{C} \quad{ }^{2} \mathbb{R}$ |
| 2 | $\mathbb{H} \quad \mathbb{R}(2) \quad \mathbb{R}(2)$ |
| 3 | ${ }^{2} \mathbb{H} \quad \mathbb{C}(2){ }^{2} \mathbb{R}(2) \quad \mathbb{C}(2)$ |
| 4 | $\mathbb{H}(2) \quad \mathbb{H}(2) \quad \mathbb{R}(4) \quad \mathbb{R}(4) \mathbb{H}(2)$ |
| 5 | $\mathbb{C}(4){ }^{2} \mathbb{H}(2) \quad \mathbb{C}(4){ }^{2} \mathbb{R}(4) \mathbb{C}(4){ }^{2} \mathbb{H}(2)$ |
| 6 | $\mathbb{R}(8) \mathbb{H}(4) \quad \mathbb{H}(4) \quad \mathbb{R}(8) \quad \mathbb{R}(8) \quad \mathbb{H}(4) \quad \mathbb{H}(4)$ |
| 7 | ${ }^{2} \mathbb{R}(8) \mathbb{C}(8){ }^{2} \mathbb{H}(4) \quad \mathbb{C}(8){ }^{2} \mathbb{R}(8) \mathbb{C}(8){ }^{2} \mathbb{H}(4) \quad \mathbb{C}(8)$ |

$\mathbb{A}(d)$ means the real algebra of $d \times d$-matrices $\operatorname{Mat}(d, \mathbb{A})$ with entries in the ring $\mathbb{A}=\mathbb{R}, \mathbb{C}, \mathbb{H},{ }^{2} \mathbb{R},{ }^{2} \mathbb{H}$.

### 16.5 Complex Clifford algebras and their periodicity of 2

Complex quadratic spaces $\mathbb{C}^{n}$ have quadratic forms

$$
z_{1}^{2}+z_{2}^{2}+\ldots+z_{n}^{2}
$$

The type of their Clifford algebras $\mathcal{C} \ell\left(\mathbb{C}^{n}\right)$ depends only on the parity of $n$. Denote $\ell=\lfloor n\rfloor$. In even dimensions $\mathcal{C} \ell\left(\mathbb{C}^{n}\right) \simeq \operatorname{Mat}\left(2^{\ell}, \mathbb{C}\right)$ and in odd dimensions $\mathcal{C} \ell\left(\mathbb{C}^{n}\right) \simeq{ }^{2} \operatorname{Mat}\left(2^{\ell}, \mathbb{C}\right)$.

Table 2. Complex Clifford Algebras $\mathcal{C} \ell\left(\mathbb{C}^{n}\right), n<8$.

| $n$ |  |
| :--- | :---: |
| 0 | $\mathbb{C}$ |
| 1 | ${ }^{2} \mathbb{C}$ |
| 2 | $\mathbb{C}(2)$ |
| 3 | ${ }^{2} \mathbb{C}(2)$ |
| 4 | $\mathbb{C}(4)$ |
| 5 | ${ }^{2} \mathbb{C}(4)$ |
| 6 | $\mathbb{C}(8)$ |
| 7 | ${ }^{2} \mathbb{C}(8)$ |

## Exercises

1. Show that $\mathcal{C} \ell_{p, q}^{+} \simeq \mathcal{C} \ell_{p, q-1}$ and $\mathcal{C} \ell_{n}^{+}=\mathcal{C} \ell_{n, 0}^{+} \simeq \mathcal{C} \ell_{0, n-1}$.
2. Show that all the algebra isomorphisms presented in this chapter are special cases of the following:

$$
\begin{gathered}
\mathcal{C} \ell\left(V_{1} \oplus V_{2}, Q_{1} \perp Q_{2}\right) \simeq \mathcal{C} \ell\left(V_{1}, \lambda Q_{1}\right) \otimes \mathcal{C} \ell\left(V_{2}, Q_{2}\right), \\
(\mathbf{x}, \mathbf{y}) \rightarrow \mathbf{x} \otimes \omega+1 \otimes \mathbf{y},
\end{gathered}
$$

where $Q_{2}$ is non-degenerate and $V_{2}$ is even-dimensional, $\operatorname{dim} V_{2}=2 k$, $\omega \in \bigwedge^{2 k} V_{2}, \omega^{2}=\lambda \in \mathbb{R} \backslash\{0\}$.
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## Spin Groups and Spinor Spaces

We have already met in some lower-dimensional special cases the spinor spaces, minimal left ideals of Clifford algebras, and the spin groups, which operate on spinor spaces. In this chapter we shall study the general case of $\mathbb{R}^{p, q}$.

## Spin Groups and the Two Exponentials

Review first the special case of the 3 -dimensional Euclidean space $\mathbb{R}^{3}$.

### 17.1 Spin group $\operatorname{Spin}(3)$ and $S U(2)$

The traceless Hermitian matrices $x \sigma_{1}+y \sigma_{2}+z \sigma_{3}$, with $x, y, z \in \mathbb{R}$, represent vectors $\mathbf{r}=x \mathbf{e}_{1}+y \mathbf{e}_{2}+z \mathbf{e}_{3} \in \mathbb{R}^{3}$. The group of unitary and unimodular matrices

$$
S U(2)=\left\{U \in \operatorname{Mat}(2, \mathbb{C}) \mid U^{\dagger} U=I, \operatorname{det} U=I\right\}
$$

represents the spin group $\operatorname{Spin}(3)=\left\{u \in \mathcal{C} \ell_{3} \mid u \tilde{u}=1, u \bar{u}=1\right\}$ or

$$
\operatorname{Spin}(3)=\left\{u \in \mathcal{C} \ell_{3}^{+} \mid u \tilde{u}=1\right\} .
$$

Both these groups are isomorphic with the group of unit quaternions $S^{3}=\{q \in$ $\mathbb{H} \mid q \bar{q}=1\}$. For an element $u \in \mathbf{S p i n}(3)$ the mapping $\mathbf{r} \rightarrow u \mathbf{r} \tilde{u}$ is a rotation of $\mathbb{R}^{3}$. Every element of $S O(3)$ can be represented in this way by an element in $\operatorname{Spin}(3)$. In fact, there are two elements $u$ and $-u$ in $\operatorname{Spin}(3)$ representing the same rotation of $\mathbb{R}^{3}$. This can be written as $\operatorname{Spin}(3) /\{ \pm 1\} \simeq S O(3)$ and one can say that $\operatorname{Spin}(3)$ is a double covering of $S O(3)$.

### 17.2 The Lipschitz groups and the spin groups

The Lipschitz group $\Gamma_{p, q}$, also called the Clifford group although invented by Lipschitz $1880 / 86$, could be defined as the subgroup in $\mathcal{C} \ell_{p, q}$ generated by invertible vectors $\mathbf{x} \in \mathbb{R}^{p, q}$, or equivalently in either of the following ways:

$$
\begin{aligned}
& \boldsymbol{\Gamma}_{p, q}=\left\{s \in \mathcal{C} \ell_{p, q} \mid \forall \mathbf{x} \in \mathbb{R}^{p, q}, s \mathbf{x}^{-1} \in \mathbb{R}^{p, q}\right\} \\
& \boldsymbol{\Gamma}_{p, q}=\left\{s \in \mathcal{C} \ell_{p, q}^{+} \cup \mathcal{C} \ell_{p, q}^{-} \mid \forall \mathbf{x} \in \mathbb{R}^{p, q}, s \mathbf{x} s^{-1} \in \mathbb{R}^{p, q}\right\}
\end{aligned}
$$

Note the presence of the grade involution $s \rightarrow \hat{s}$, and/or the restriction to the even/odd parts $\mathcal{C} \ell_{p, q}^{ \pm}$. For $s \in \boldsymbol{\Gamma}_{p, q}, s \tilde{s} \in \mathbb{R}$. The Lipschitz group has a normalized subgroup

$$
\operatorname{Pin}(p, q)=\left\{s \in \boldsymbol{\Gamma}_{p, q} \mid s \tilde{s}= \pm 1\right\}
$$

The group $\operatorname{Pin}(p, q)$ has an even subgroup

$$
\operatorname{Spin}(p, q)=\operatorname{Pin}(p, q) \cap \mathcal{C} \ell_{p, q}^{+}
$$

The spin group $\operatorname{Spin}(p, q)$ has a subgroup

$$
\operatorname{Spin}_{+}(p, q)=\{s \in \mathbf{S p i n}(p, q) \mid s \tilde{s}=1\}
$$

Write $\operatorname{Spin}(n)=\mathbf{S p i n}(n, 0)$, and note that $\mathbf{S p i n}_{+}(n)=\mathbf{S p i n}(n)$. Because of the algebra isomorphisms $\mathcal{C} \ell_{p, q}^{+} \simeq \mathcal{C} \ell_{q, p}^{+}$we have the group isomorphisms $\operatorname{Spin}(p, q) \simeq \operatorname{Spin}(q, p)$. However, in general $\operatorname{Pin}(p, q) \nsucceq \operatorname{Pin}(q, p)$. In particular, $\operatorname{Pin}(1) \simeq \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ and $\operatorname{Pin}(0,1) \simeq \mathbb{Z}_{4}$.

The groups $\operatorname{Pin}(p, q), \mathbf{S p i n}(p, q), \mathbf{S p i n}_{+}(p, q)$ are two-fold covering groups of $O(p, q), S O(p, q), S O_{+}(p, q)$. Although $S O_{+}(p, q)$ is connected, its two-fold cover $\mathbf{S p i n}_{+}(p, q)$ need not be connected. However, the groups $\mathbf{S p i n}_{+}(p, q)$, $p+q \geq 2$, are connected with the exception of

$$
\operatorname{Spin}_{+}(1,1)=\left\{x+y \mathbf{e}_{12} \mid x, y \in \mathbb{R} ; x^{2}-y^{2}=1\right\}
$$

which has two components, two branches of a hyperbola. The group

$$
\operatorname{Spin}(1,1)=\left\{x+y \mathbf{e}_{12} \mid x, y \in \mathbb{R} ; x^{2}-y^{2}= \pm 1\right\}
$$

has four components.
The groups $\operatorname{Spin}(n), n \geq 3$, and $\mathbf{S p i n}_{+}(n-1,1) \simeq \operatorname{Spin}_{+}(1, n-1), n \geq 4$, are simply connected and therefore universal covering groups of $S O(n)$ and $S O_{+}(n-1,1) \simeq S O_{+}(1, n-1)$. However, the maximal compact subgroup of $S O_{+}(3,3)$ is $S O(3) \times S O(3)$ which has a four-fold universal cover $\operatorname{Spin}(3) \times$ $\mathbf{S p i n}(3)$. Consequently, $\mathbf{S p i n}_{+}(3,3)$ is not simply connected, but rather doubly connected, and therefore not a universal cover of $\mathrm{SO}_{+}(3,3)$.

### 17.3 The two exponentials of bivectors

The Lie algebra of $\operatorname{Spin}_{+}(p, q)$ is the space of bivectors $\bigwedge^{2} \mathbb{R}^{p, q}$. For two bivectors $\mathbf{A}, \mathbf{B} \in \bigwedge^{2} \mathbb{R}^{p, q}$ the commutator is again a bivector,

$$
\mathbf{A B}-\mathbf{B A} \in \bigwedge^{2} \mathbb{R}^{p, q}
$$

This can be seen by considering the reverse of

$$
\mathbf{A B}=\langle\mathbf{A B}\rangle_{0}+\langle\mathbf{A B}\rangle_{2}+\langle\mathbf{A B}\rangle_{4} \in \mathbb{R} \oplus \bigwedge^{2} \mathbb{R}^{p, q} \oplus \bigwedge^{4} \mathbb{R}^{p, q}
$$

for which

$$
(\mathbf{A B})^{\sim}=\langle\mathbf{A B}\rangle_{0}-\langle\mathbf{A B}\rangle_{2}+\langle\mathbf{A B}\rangle_{4}
$$

and on the other hand

$$
(\mathbf{A B})^{\sim}=\tilde{\mathbf{B}} \tilde{\mathbf{A}}=(-\mathbf{B})(-\mathbf{A})=\mathbf{B} \mathbf{A}
$$

The exponentials of bivectors generate the group $\mathbf{S p i n}_{+}(p, q)$.
In this section we consider two different exponentials of bivectors, the ordinary or Clifford exponential

$$
e^{\mathbf{B}}=1+\mathbf{B}+\frac{1}{2} \mathbf{B}^{2}+\frac{1}{6} \mathbf{B}^{3}+\ldots
$$

where $\mathbf{B}^{2}=\mathbf{B B}$, and the exterior exponential

$$
e^{\wedge \mathbf{B}}=1+\mathbf{B}+\frac{1}{2} \mathbf{B}^{\wedge 2}+\frac{1}{6} \mathbf{B}^{\wedge 3}+\ldots
$$

where $\mathbf{B}^{\wedge 2}=\mathbf{B} \wedge \mathbf{B}$. The series of the exterior exponential is finite. The ordinary exponential is always in the spin group, that is,

$$
e^{\mathbf{B}} \in \mathbf{S p i n}_{+}(p, q) \quad \text { for } \quad \mathbf{B} \in \bigwedge^{2} \mathbb{R}^{p, q}
$$

The exterior exponential is in the Lipschitz group, if it is invertible in the Clifford algebra,

$$
e^{\wedge \mathbf{B}} \in \boldsymbol{\Gamma}_{p, q} \quad \text { for } \quad \mathbf{B} \in \bigwedge^{2} \mathbb{R}^{p, q} \quad \text { such that } \quad e^{\wedge \mathbf{B}} e^{\wedge(-\mathbf{B})} \neq 0
$$

Note that $e^{\wedge \mathbf{B}} \wedge e^{\wedge(-\mathbf{B})}=1$, and so the exterior inverse of $e^{\wedge \mathbf{B}}$ is $e^{\wedge(-\mathbf{B})}$. The reverse of $s=e^{\wedge \mathbf{B}}$ is $\tilde{s}=e^{\wedge(-\mathbf{B})}$, and so the exterior inverse $s^{\wedge(-1)}$ of $s$ equals $\tilde{s}$. The ordinary inverse of $s$, in the Clifford algebra $\mathcal{C} \ell_{3}$, is given by

$$
s^{-1}=\frac{\tilde{s}}{s \tilde{s}}
$$

where $s \tilde{s} \in \mathbb{R}$.

The Euclidean spaces $\mathbb{R}^{n}$. The bivector $\mathbf{B}$ can be written as a sum

$$
\mathbf{B}=\mathbf{B}_{1}+\mathbf{B}_{2}+\ldots+\mathbf{B}_{\ell}
$$

of at most $\ell=\lfloor n / 2\rfloor$ simple bivectors $\mathbf{B}_{i}, \mathbf{B}_{i} \wedge \mathbf{B}_{i}=0$, which are mutually completely orthogonal so that their planes have only one point in common, $\mathbf{B}_{i} \wedge \mathbf{B}_{j}=\mathbf{B}_{i} \mathbf{B}_{j}, i \neq j$. This decomposition is unique unless $\mathbf{B}_{i}^{2}=\mathbf{B}_{j}^{2}$. Notwithstanding, the product

$$
\left(1+\mathbf{B}_{1}\right) \wedge\left(1+\mathbf{B}_{2}\right) \wedge \ldots \wedge\left(1+\mathbf{B}_{\ell}\right)=\left(1+\mathbf{B}_{1}\right)\left(1+\mathbf{B}_{2}\right) \ldots\left(1+\mathbf{B}_{\ell}\right)
$$

depends only on $\mathbf{B}$ and equals the exterior exponential $e^{\wedge \mathbf{B}}$. The square norm of $e^{\wedge \mathbf{B}}$ is seen to be $\left|e^{\wedge \mathbf{B}}\right|^{2}=\left(1-\mathbf{B}_{1}^{2}\right)\left(1-\mathbf{B}_{2}^{2}\right) \ldots\left(1-\mathbf{B}_{\ell}^{2}\right)$.
The Cayley transform. An antisymmetric $n \times n$-matrix $A$ is sent by the Cayley transform to the rotation matrix

$$
U=(I+A)(I-A)^{-1} \in S O(n)
$$

There corresponds to $A$ a bivector $\mathbf{B} \in \Lambda^{2} \mathbb{R}^{n}$ such that $A(\mathbf{x})=\mathbf{B L} \mathbf{x}$ for all $\mathbf{x} \in \mathbb{R}^{p, q}$. If $\mathbf{y}=U \mathbf{x}$, then $\mathbf{y}-A \mathbf{x}=\mathbf{x}+A \mathbf{x}$, or equivalently

$$
\begin{equation*}
\mathbf{y}+\mathbf{y}\lrcorner \mathbf{B}=\mathbf{x}+\mathbf{B}\llcorner\mathbf{x} . \tag{1}
\end{equation*}
$$

Next, compute $s \wedge(\mathbf{x}+\mathbf{B} \mathrm{L} \mathbf{x})=s \wedge \mathbf{x}+s \wedge(\mathbf{B} L \mathbf{x})$ for $s=e^{\wedge \mathbf{B}}$. Sum up

$$
\frac{1}{k!}(\underbrace{\mathbf{B} \wedge \mathbf{B} \wedge \ldots \wedge \mathbf{B}}_{k}) \wedge(\mathbf{B} \mathrm{L} \mathbf{x})=\frac{1}{(k+1)!}(\underbrace{\mathbf{B} \wedge \mathbf{B} \wedge \ldots \wedge \mathbf{B}}_{k+1}) \mathrm{L} \mathbf{x}
$$

for $k=0,1,2, \ldots, \ell$ to obtain $s \wedge(\mathbf{B L} \mathbf{x})=s \mathrm{~L} \mathbf{x}$. Since $s \wedge \mathbf{x}+s \mathrm{~L} \mathbf{x}=s \mathbf{x}$, it follows that $s \wedge(\mathbf{x}+\mathbf{B}\llcorner\mathbf{x})=s \mathbf{x}$. Similarly, $s \wedge(\mathbf{y}+\mathbf{y}\lrcorner \mathbf{B})=s \wedge \mathbf{y}-s \mathrm{~L} \mathbf{y}=$ $\mathbf{y} \wedge s+\mathbf{y}\lrcorner s=\mathbf{y} s$. Therefore, the equation (1) is equivalent to $s \mathbf{x}=\mathbf{y} s$ or

$$
U(\mathbf{x})=s \mathbf{x} s^{-1}
$$

This representation of rotations was first discovered by R. Lipschitz 1880/86.
Thus we have the following result: An antisymmetric $n \times n$-matrix $A$ and the rotation matrix $U=(I+A)(I-A)^{-1} \in S O(n)$ correspond, respectively, to the bivector $\mathbf{B} \in \Lambda^{2} \mathbb{R}^{n}, A(\mathbf{x})=\mathbf{B} L \mathbf{x}$, and its exterior exponential $s=e^{\wedge \mathbf{B}} \in \Gamma_{n}^{+}$, which is the unique element of $\Gamma_{n}^{+}$, with scalar part 1, inducing the rotation $U, U(\mathbf{x})=s \mathbf{x} s^{-1}$. For every rotation $U \in S O(n)$, which does not rotate any plane by a half-turn (all eigenvalues are different from -1 ), there is a unique element $s \in \Gamma_{n}^{+},\langle s\rangle_{0}=1$, such that $U(\mathbf{x})=s \mathbf{x} s^{-1}$.

For an element $s \in \Gamma_{n}^{+}, s \tilde{s} \in \mathbb{R}, s \tilde{s}>0$. Therefore $|s|=\sqrt{s \tilde{s}}$, and

$$
\frac{s}{|s|} \in \operatorname{Spin}(n) \quad \text { for } \quad s=e^{\wedge \mathbf{B}}
$$

Every element $u \in \operatorname{Spin}(n),\langle u\rangle_{0} \neq 0$, can be written in the form

$$
u= \pm \frac{e^{\wedge \mathbf{B}}}{\left|e^{\wedge \mathrm{B}}\right|},
$$

which corresponds to the rotation $U=(I+A)(I-A)^{-1} \in S O(n)$. This should be contrasted with the fact that every element in $\operatorname{Spin}(n)$ can be written in the form $e^{\mathbf{B} / 2}$, which corresponds to the rotation $e^{\boldsymbol{A}}$ in $S O(n)$.

Lorentz signatures. In the Lorentz signatures the decomposition

$$
\mathbf{B}=\mathbf{B}_{1}+\mathbf{B}_{2}+\ldots+\mathbf{B}_{\ell}
$$

still exists and can be used to test invertibility of $\mathbf{e}^{\wedge \mathbf{B}}$. The exterior exponential

$$
e^{\wedge \mathbf{B}}=\left(1+\mathbf{B}_{1}\right)\left(1+\mathbf{B}_{2}\right) \ldots\left(1+\mathbf{B}_{\ell}\right)
$$

is invertible in the Clifford algebra if $\mathbf{B}_{i}^{2} \neq 1$ for all $i$. In other words, $e^{\wedge \mathbf{B}} \in$ $\Gamma_{n-1,1}^{+}$if all $\mathbf{B}_{i}^{2} \neq 1$.
Indefinite metrics. Every isometry $U$ of $\mathbb{R}^{p, q}$, connected to the identity of $\mathrm{SO}_{+}(p, q)$, is an exponential of an antisymmetric transformation $A$ of $\mathbb{R}^{p, q}$, $U=e^{A}$, if and only if

$$
\mathbb{R}^{p, q} \text { is } \mathbb{R}^{n, 0}, \mathbb{R}^{0, n}, \mathbb{R}^{n-1,1} \text { or } \mathbb{R}^{1, n-1}
$$

see M. Riesz 1958/93 pp. 150-152. In these Euclidean and Lorentz signatures there is always a bivector $\mathbf{B}, \mathbf{B} L \mathbf{x}=A(\mathbf{x})$ such that $U(\mathbf{x})=e^{\mathbf{B}} \mathbf{x} e^{-\mathbf{B}}$, see M. Riesz 1958/93 p. 160.

Given a bivector $\mathbf{B}$ one can, in general, find other bivectors $\mathbf{F}$ such that $e^{\mathbf{B}}=-e^{\mathbf{F}}$ and hence $e^{\mathbf{B}} \mathbf{x} e^{-\mathbf{B}}=e^{\mathbf{F}} \mathbf{x} e^{-\mathbf{F}}$. The only exceptions concern the following cases:
$\mathbb{R}^{1,1}$ for all $\mathbf{B}$
$\mathbb{R}^{2,1}$ and $\mathbb{R}^{1,2}$ for all $\mathbf{B} \neq 0$ such that $\mathbf{B}^{2} \geq 0$
$\mathbb{R}^{3,1}$ and $\mathbb{R}^{1,3}$ for all $\mathbf{B} \neq 0$ such that $\mathbf{B}^{2}=0$,
see M. Riesz 1958/93 p. 172.
To summarize with special cases: All the elements of the compact spin groups $\operatorname{Spin}(n)$ are exponentials of bivectors [when $n \geq 2$ ]. Among the other spin groups the same holds only for $\operatorname{Spin}_{+}(n-1,1) \simeq \operatorname{Spin}_{+}(1, n-1), n \geq 5$. In particular, the two-fold cover $\mathbf{S p i n}_{+}(1,3) \simeq S L(2, \mathbb{C})$ of the Lorentz group $S O_{+}(1,3)$ contains elements which are not exponentials of bivectors: take ( $\gamma_{0}+$ $\left.\gamma_{1}\right) \gamma_{2} \in \bigwedge^{2} \mathbb{R}^{1,3},\left[\left(\gamma_{0}+\gamma_{1}\right) \gamma_{2}\right]^{2}=0$, then $-e^{\left(\gamma_{0}+\gamma_{1}\right) \gamma_{2}}=-1-\left(\gamma_{0}+\gamma_{1}\right) \gamma_{2} \neq e^{\mathbf{B}}$ for any $\mathbf{B} \in \Lambda^{2} \mathbb{R}^{1,3}$. ${ }^{1}$ However, all the elements of $\mathbf{S p i n}_{+}(1,3)$ are of the

1 In contrast, $-e^{\left(\mathbf{e}_{1}+\mathrm{e}_{5}\right) \mathbf{e}_{2}}=-1-\left(\mathrm{e}_{1}+\mathrm{e}_{5}\right) \mathrm{e}_{2}=e^{\left(\mathrm{e}_{1}+\mathrm{e}_{5}\right) \mathrm{e}_{2}+\pi \mathrm{e}_{34}}$ in $\operatorname{Spin}_{+}(4,1) \simeq S p(2,2)$.
form $\pm e^{\mathbf{B}}, \mathbf{B} \in \Lambda^{2} \mathbb{R}^{1,3}$. Therefore, the exponentials of bivectors do not form a group.

Every element $L$ of the Lorentz group $S O_{+}(1,3)$ is an exponential of an antisymmetric matrix, $L=e^{A}, g A^{\top} g^{-1}=-A$; a similar property is not shared by $S O_{+}(2,2)$. There are elements in $\mathbf{S p i n}_{+}(2,2)$ which cannot be written in the form $\pm e^{\mathbf{B}}, \mathbf{B} \in \Lambda^{2} \mathbb{R}^{2,2}$; for instance $\pm \mathbf{e}_{1234} e^{\beta \mathbf{B}}, \mathbf{B}=\mathbf{e}_{12}+2 \mathbf{e}_{14}+\mathbf{e}_{34}$, $\beta>0$, see M. Riesz 1958/93 p. 168-171. ${ }^{2}$
Lower-dimensional spin groups. The dimension of the Lie group $\operatorname{Spin}(n)$ is $\frac{1}{2} n(n-1)$. The groups $\operatorname{Spin}(n), n \leq 6$, and $\operatorname{Spin}_{+}(p, q), p+q \leq 6$, are identified in Table 1.

Table 1. Spin Groups $\operatorname{Spin}_{+}(p, q), p+q \leq 6$.

| $p$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $q>$ |  |  |  |  |  |  |  |
| 0 | $\{ \pm 1\}$ | $O(1)$ | $U(1)$ | $S p(2)$ | ${ }^{2} S p(2)$ | $S p(4)$ | $S U(4)$ |
| 1 | $O(1)$ | $G L(1, \mathbb{R})$ | $S p(2, \mathbb{R})$ | $S p(2, \mathbb{C})$ | $S p(2,2)$ | $S U^{*}(4)$ |  |
| 2 | $U(1)$ | $S p(2, \mathbb{R})$ | ${ }^{2} S p(2, \mathbb{R})$ | $S p(4, \mathbb{R})$ | $S U(2,2)$ |  |  |
| 3 | $S p(2)$ | $S p(2, \mathbb{C})$ | $S p(4, \mathbb{R})$ | $S L(4, \mathbb{R})$ |  |  |  |
| 4 | ${ }^{2} S p(2)$ | $S p(2,2)$ | $S U(2,2)$ |  |  |  |  |
| 5 | $S p(4)$ | $S U^{*}(4)$ |  |  |  |  |  |
| 6 | $S U(4)$ |  |  |  |  |  |  |

Note that $\operatorname{Spin}_{+}(p, q)=\left\{s \in \mathcal{C} \ell_{p, q}^{+} \mid s \tilde{s}=1\right\}$ for $p+q \leq 5$. In dimension 6 the group $\left\{s \in \mathcal{C} \ell_{6}^{+} \mid s \tilde{s}=1\right\} \simeq U(4)$ has a proper subgroup $\operatorname{Spin}(6) \simeq S U(4)$. The groups $\operatorname{Spin}(7)$ and $\operatorname{Spin}(8)$ are not directly related to classical matrix groups; their study will be postponed till the discussion on triality.

In the case of the complex quadratic spaces $\mathbb{C}^{n}$ we define the complex pin group slightly differently: ${ }^{3}$

$$
\operatorname{Pin}(n, \mathbb{C})=\left\{s \in \mathcal{C} \ell\left(\mathbb{C}^{n}\right) \mid s \tilde{s}=1 ; \forall \mathbf{x} \in \mathbb{C}^{n}, s \mathbf{x} \hat{s}^{-1} \in \mathbb{C}^{n}\right\}
$$

2 Riesz also showed, by the same construction on pp. 170-171, that there are bivectors which cannot be written as sums of simple and completely orthogonal bivectors; for instance $\mathbf{B}=\mathbf{e}_{12}+2 \mathbf{e}_{14}+\mathbf{e}_{34} \in \Lambda^{2} \mathbb{R}^{2,2}$.
3 The structures of square classes are different for $\mathbb{R}$ and $\mathbb{C}$. In $\mathbb{R}^{\times}=\mathbb{R} \backslash\{0\}, \mathbb{R}^{\times}= \pm \mathbb{R}^{\square}$, $\mathbb{R}^{\square}=\left\{\lambda^{2} \mid \lambda \in \mathbb{R}^{\times}\right\}$; so to pick up one representative out of each square class we set $s \tilde{s}= \pm 1$. In contrast, in $\mathbb{C}^{\times}=\mathbb{C} \backslash\{0\}, \mathbb{C}^{\times}=\mathbb{C}^{\square}$; so to pick up one representative out of each square class we set $s \tilde{s}=1$.

The complex spin groups $\operatorname{Spin}(n, \mathbb{C}), n \leq 6$, are seen to be as follows:

| 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\{ \pm 1\}$ | $O(1, \mathbb{C})$ | $G L(1, \mathbb{C})$ | $S p(2, \mathbb{C})$ | ${ }^{2} S p(2, \mathbb{C})$ | $S p(4, \mathbb{C})$ | $S L(4, \mathbb{C})$ |

We also define the Lipschitz group $\$ \Gamma_{q+1, p}$ for paravectors in $\mathbb{R} \oplus \mathbb{R}^{p, q}$ as the group containing the products of invertible paravectors, or equivalently,

$$
\$ \Gamma_{q+1, p}=\left\{s \in \mathcal{C} \ell_{p, q} \mid \forall x \in \mathbb{R} \oplus \mathbb{R}^{p, q}, s x \hat{s}^{-1} \in \mathbb{R} \oplus \mathbb{R}^{p, q}\right\} .
$$

For any non-null paravector $a \in \mathbb{R} \oplus \mathbb{R}^{p, q}$, the mapping $x \rightarrow a x \hat{a}^{-1}$ is a special orthogonal transformation of $\mathbb{R} \oplus \mathbb{R}^{p, q}$ with metric $x \rightarrow x \bar{x}$. Therefore $\$ \Gamma_{q+1, p} \simeq \boldsymbol{\Gamma}_{q+1, p}^{+}$. Note that $\boldsymbol{\Gamma}_{p, q} \subset \$ \Gamma_{q+1, p}$ and $\$ \Gamma_{q+1, p}^{ \pm}=\boldsymbol{\Gamma}_{p, q}^{ \pm}$. The normalized subgroup $\mathscr{\operatorname { p i n }}(q+1, p)=\left\{s \in \$ \Gamma_{q+1, p} \mid s \bar{s}= \pm 1\right\}$ is isomorphic to $\operatorname{Spin}(q+1, p)$.

## Idempotents, Left Ideals and Spinors

Review first the Clifford algebra $\mathcal{C} \ell_{3}$ of the Euclidean space $\mathbb{R}^{3}$.

### 17.4 Pauli spinors

In the non-relativistic theory of the electron, spinors are regarded as columns

$$
\binom{\psi_{1}}{\psi_{2}} \quad \text { where } \quad \psi_{1}, \psi_{2} \in \mathbb{C} .
$$

We shall instead introduce spinors as square matrices

$$
\psi \simeq\left(\begin{array}{ll}
\psi_{1} & 0 \\
\psi_{2} & 0
\end{array}\right)
$$

If we multiply $\psi$ on the left by an arbitrary element $u$ in $\mathcal{C} \ell_{3}$ we obtain another element $u \psi=\varphi$ in $\mathcal{C} \ell_{3}$ whose matrix is also of spinor type:

$$
\left(\begin{array}{ll}
u_{11} & u_{12} \\
u_{21} & u_{22}
\end{array}\right)\left(\begin{array}{ll}
\psi_{1} & 0 \\
\psi_{2} & 0
\end{array}\right)=\left(\begin{array}{ll}
\varphi_{1} & 0 \\
\varphi_{2} & 0
\end{array}\right) .
$$

The spinors make up a left ideal $S$ of $\mathcal{C} \ell_{3}$, that is,

$$
\text { for all } u \in \mathcal{C} \ell_{3} \quad \text { and } \quad \psi \in S \quad \text { we also have } \quad u \psi \in S
$$

The left ideal $S$ contains no left ideals of $\mathcal{C} \ell_{3}$ other than the zero ideal $\{0\}$ and $S$ itself. Such a left ideal is called minimal in $\mathcal{C} \ell_{3}$.

The element $f=\frac{1}{2}\left(1+\mathbf{e}_{3}\right)$ is an idempotent, that is, $f^{2}=f$, which is primitive in $\mathcal{C} \ell_{3}$, that is, it is not a sum of two annihilating idempotents, $f \neq f_{1}+f_{2}, f_{1} f_{2}=f_{2} f_{1}=0$. The left ideal $S=\mathcal{C} \ell_{3} f$ can be provided with a
right linear structure over the division ring $\mathbb{D}=f \mathcal{C} \ell_{3} f$ as follows: $S \times \mathbb{D} \rightarrow S$, $(\psi, \lambda) \rightarrow \psi \lambda$. With this right linear structure over $\mathbb{D} \simeq \mathbb{C}$ the left ideal $S$ becomes a spinor space.

### 17.5 Primitive idempotents and minimal left ideals

An orthonormal basis of $\mathbb{R}^{p, q}$ induces a basis of $\mathcal{C} \ell_{p, q}$, called the standard basis. Take a non-scalar element $\mathbf{e}_{T}, \mathbf{e}_{T}^{2}=1$, from the standard basis of $\mathcal{C} \ell_{p, q}$. Set $e=\frac{1}{2}\left(1+\mathbf{e}_{T}\right)$ and $f=\frac{1}{2}\left(1-\mathbf{e}_{T}\right)$, then $e+f=1$ and $e f=f e=0$. So $\mathcal{C} \ell_{p, q}$ decomposes into a sum of two left ideals $\mathcal{C} \ell_{p, q}=\mathcal{C} \ell_{p, q} e \oplus \mathcal{C} \ell_{p, q} f$, where $\operatorname{dim} \mathcal{C} \ell_{p, q} e=\operatorname{dim} \mathcal{C} \ell_{p, q} f=\frac{1}{2} \mathcal{C} \ell_{p, q}=2^{n-1}$. Furthermore, if $\left\{\mathbf{e}_{T_{1}}, \mathbf{e}_{T_{2}}, \ldots, \mathbf{e}_{T_{k}}\right\}$ is a set of non-scalar basis elements such that

$$
\mathbf{e}_{T_{i}}^{2}=1 \quad \text { and } \quad \mathbf{e}_{T_{i}} \mathbf{e}_{T_{j}}=\mathbf{e}_{T_{j}} \mathbf{e}_{T_{i}}
$$

then letting the signs vary independently in the product $\frac{1}{2}\left(1 \pm \mathbf{e}_{T_{1}}\right) \frac{1}{2}(1 \pm$ $\left.\mathbf{e}_{T_{2}}\right) \ldots \frac{1}{2}\left(1 \pm \mathbf{e}_{T_{k}}\right)$, one obtains $2^{k}$ idempotents which are mutually annihilating and sum up to 1 . The Clifford algebra $\mathcal{C} \ell_{p, q}$ is thus decomposed into a direct sum of $2^{k}$ left ideals, and by construction, each left ideal has dimension $2^{n-k}$. In this way one obtains a minimal left ideal by forming a maximal product of non-annihilating and commuting idempotents.

The Radon-Hurwitz number $r_{i}$ for $i \in \mathbb{Z}$ is given by

| $i$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $r_{i}$ | 0 | 1 | 2 | 2 | 3 | 3 | 3 | 3 |

and the recursion formula

$$
r_{i+8}=r_{i}+4
$$

For the negative values of $i$ one may observe that $r_{-1}=-1$ and $r_{-i}=$ $1-i+r_{i-2}$ for $i>1$.

Theorem. In the standard basis of $\mathcal{C} \ell_{p, q}$ there are always $k=q-r_{q-p}$ nonscalar elements $\mathbf{e}_{T_{i}}, \mathbf{e}_{T_{i}}^{2}=1$, which commute, $\mathbf{e}_{T_{i}} \mathbf{e}_{T_{j}}=\mathbf{e}_{T_{j}} \mathbf{e}_{T_{t}}$, and generate a group of order $2^{k}$. The product of the corresponding mutually non-annihilating idempotents,

$$
f=\frac{1}{2}\left(1+\mathbf{e}_{T_{1}}\right) \frac{1}{2}\left(1+\mathbf{e}_{T_{2}}\right) \cdots \frac{1}{2}\left(1+\mathbf{e}_{T_{k}}\right)
$$

is primitive in $\mathcal{C} \ell_{p, q}$. Thus, the left ideal $S=\mathcal{C} \ell_{p, q} f$ is minimal in $\mathcal{C} \ell_{p, q}$.
Examples. 1. In the case of $\mathbb{R}^{0,7}$ we have $k=7-r_{7}=4$. Therefore the idempotent $f=\frac{1}{2}\left(1+\mathbf{e}_{124}\right) \frac{1}{2}\left(1+\mathbf{e}_{235}\right) \frac{1}{2}\left(1+\mathbf{e}_{346}\right) \frac{1}{2}\left(1+\mathbf{e}_{457}\right)$ is primitive in $\mathcal{C} \ell_{0,7} \simeq{ }^{2} \operatorname{Mat}(8, \mathbb{R})$.
2. In the case of $\mathbb{R}^{2,1}$ we have $k=1-r_{-1}=1-\left(r_{7}-4\right)=2$. Therefore the idempotent $f=\frac{1}{2}\left(1+\mathbf{e}_{1}\right) \frac{1}{2}\left(1+\mathbf{e}_{23}\right)=\frac{1}{4}\left(1+\mathbf{e}_{1}+\mathbf{e}_{23}+\mathbf{e}_{123}\right)$ is primitive in $\mathcal{C} \ell_{2,1} \simeq{ }^{2} \operatorname{Mat}(2, \mathbb{R})$.
If $e$ and $f$ are commuting idempotents of a ring $R$, then $e f$ and $e+f-e f$ are also idempotents of $R$. The idempotents ef and $e+f-e f$ are a greatest lower bound and a least upper bound relative to the partial ordering given by

$$
e \leq f \text { if and only if } e f=f e=e
$$

A set of commuting idempotents induces a lattice of idempotents.
Example. In the Clifford algebra $\mathcal{C} \ell_{3,1}, k=1-r_{-2}=1-\left(r_{6}-4\right)=2$. Since $2^{k}=4, \mathcal{C} \ell_{3,1} \simeq \operatorname{Mat}(4, \mathbb{R})$ and there are $2^{2^{k}}=16$ commuting idempotents in the lattice generated by the following four mutually annihilating primitive idempotents:

$$
\begin{array}{ll}
f_{1}=\frac{1}{2}\left(1+\mathbf{e}_{1}\right) \frac{1}{2}\left(1+\mathbf{e}_{24}\right), & f_{2}=\frac{1}{2}\left(1-\mathbf{e}_{1}\right) \frac{1}{2}\left(1+\mathbf{e}_{24}\right), \\
f_{3}=\frac{1}{2}\left(1+\mathbf{e}_{1}\right) \frac{1}{2}\left(1-\mathbf{e}_{24}\right), & f_{4}=\frac{1}{2}\left(1-\mathbf{e}_{1}\right) \frac{1}{2}\left(1-\mathbf{e}_{24}\right) .
\end{array}
$$



The lattice induced by the primitive idempotents $f_{1}, f_{2}, f_{3}, f_{4}$ looks like a rhombidodecahedron, see diagram.

### 17.6 Spinor spaces

For a primitive idempotent $f \in \mathcal{C} \ell_{p, q}$ the division ring $\mathbb{D}=f \mathcal{C} \ell_{p, q} f$ is isomorphic to

| $\mathbb{R}$ | for | $p-q=0,1,2 \bmod 8$ |
| :--- | :--- | :--- |
| $\mathbb{C}$ | for | $p-q=3 \bmod 4$ |
| $\mathbb{H}$ | for | $p-q=4,5,6 \bmod 8$ |

and the map

$$
S \times \mathbb{D} \rightarrow S,(\psi, \lambda) \rightarrow \psi \lambda
$$

defines a right $\mathbb{D}$-linear structure on the minimal left ideal $S=\mathcal{C} \ell_{p, q} f$. Provided with this right $\mathbb{D}$-linear structure the minimal left ideal $S$ becomes a spinor space. ${ }^{4}$

The spinor space provides an irreducible representation

$$
\mathcal{C} \ell_{p, q} \rightarrow \operatorname{End}_{\mathbb{D}}(S), \quad u \rightarrow \gamma(u), \quad \gamma(u) \psi=u \psi
$$

of $\mathcal{C} \ell_{p, q}$. This representation is also faithful for all simple Clifford algebras $\mathcal{C} \ell_{p, q}, p-q \neq 1 \bmod 4$.

Next, we construct a faithful representation for semi-simple Clifford algebras $\mathcal{C} \ell_{p, q}, p-q=1 \bmod 4$, which are direct sums of two simple ideals $\frac{1}{2}(1 \pm$ $\left.\mathbf{e}_{12 \ldots n}\right) \mathcal{C} \ell_{p, q}$. Take a primitive idempotent $f$ and an idempotent $e=f+\hat{f}$ in $\mathcal{C} \ell_{p, q}$. The ring $\mathbb{E}=e \mathcal{C} \ell_{p, q} e$ is the direct sum $\mathbb{E}=\mathbb{D} \oplus \hat{\mathbb{D}}, \hat{\mathbb{D}}=\{\hat{\lambda} \mid \lambda \in \mathbb{D}\}$, isomorphic to the double ring ${ }^{2} \mathbb{D}$ of the division ring $\mathbb{D}$, more precisely,

$$
\begin{array}{lll}
\mathbb{R} \oplus \mathbb{R} & \text { for } & p-q=1 \bmod 8 \\
\mathbb{H} \oplus \mathbb{H} & \text { for } & p-q=5 \bmod 8
\end{array}
$$

To find a faithful representation for a semi-simple Clifford algebra $\mathcal{C} \ell_{p, q}$ with $p-q=1 \bmod 4$ take a left ideal $S \oplus \hat{S}$ where $\hat{S}=\{\hat{\psi} \mid \psi \in S\}$. The map

$$
(S \oplus \hat{S}) \times \mathbb{E} \rightarrow S \oplus \hat{S},(\psi, \lambda) \rightarrow \psi \lambda
$$

defines a right $\mathbb{E}$-linear structure on $S \oplus \hat{S}$. Provided with this right $\mathbb{E}$-linear

[^36]structure the left ideal $S \oplus \hat{S}$ of $\mathcal{C} \ell_{p, q}$ becomes a double spinor space. ${ }^{5}$ The double spinor space provides a faithful but reducible representation
$$
\mathcal{C} \ell_{p, q} \rightarrow \operatorname{End}_{\mathbb{L}}(S \oplus \hat{S}), \quad u \rightarrow \gamma(u), \quad \gamma(u) \psi=u \psi
$$
for a semi-simple $\mathcal{C} \ell_{p, q}, p-q=1 \bmod 4$.
In order to be able to consider faithful representations of simple and semisimple Clifford algebras at the same time, we adopt the following notation:
\[

$$
\begin{array}{ccccc}
\check{\mathbb{D}} & \text { is } & \mathbb{D} & \text { or } & \mathbb{D} \oplus \hat{\mathbb{D}} \\
\check{S} & \text { is } & S & \text { or } & S \oplus \hat{S}
\end{array}
$$
\]

according as $\mathcal{C} \ell_{p, q}$ is simple or semi-simple, respectively. Thus, the ring $\check{\mathbb{D}}$ is isomorphic to $\mathbb{R}, \mathbb{C}, \mathbb{H},{ }^{2} \mathbb{R}$ or ${ }^{2} \mathbb{H}$. In this way we have a faithful representation

$$
\mathcal{C} \ell_{p, q} \rightarrow \operatorname{End}_{\check{\mathbb{D}}} \check{S}, u \rightarrow \gamma(u), \quad \gamma(u) \psi=u \psi
$$

for all $\mathcal{C} \ell_{p, q}$. However, this representation is reducible in the cases $p-q=$ $1 \bmod 4$.

## Questions

1. Do the exponentials of bivectors form a group?
2. Do the exterior exponentials of bivectors form a group?
3. Are $\operatorname{Spin}_{+}(p, q), p+q \geq 3, p, q \neq 2$, universal covers of $S O_{+}(p, q)$ ?
4. Are double spinor spaces needed to construct a faithful representation for $\mathcal{C} \ell_{2,5}$ ?

## Answers

1. No. 2. No. 3. No. 4. Yes.
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## Scalar Products of Spinors and the Chessboard

The Euclidean space $\mathbb{R}^{3}$ has a scalar product $\mathbf{x} \cdot \mathbf{y}=x_{1} y_{1}+x_{2} y_{2}+x_{3} y_{3}$ with the automorphism group $O(3)$. Pauli spinors of $\mathbb{R}^{3}$ are of the form

$$
\psi=\binom{\psi_{1}}{\psi_{2}} \quad \text { where } \quad \psi_{1}, \psi_{2} \in \mathbb{C}
$$

and belong to a complex linear space $\mathbb{C}^{2}$. There are two kinds of scalar products for Pauli spinors $\psi, \varphi \in \mathbb{C}^{2}$,

$$
\begin{aligned}
& \psi^{* \top} \varphi=\psi_{1}^{*} \varphi_{1}+\psi_{2}^{*} \varphi_{2} \quad \text { and } \\
& \psi^{\top} i \sigma_{2} \varphi=\psi_{1} \varphi_{2}-\psi_{2} \varphi_{1},
\end{aligned}
$$

which have automorphism groups $U(2)$ and $S p(2, \mathbb{C})=S L(2, \mathbb{C})$, respectively. The Minkowski space $\mathbb{R}^{1,3}$ has a scalar product

$$
\mathbf{x} \cdot \mathbf{y}=x_{0} y_{0}-x_{1} y_{1}-x_{2} y_{2}-x_{3} y_{3}
$$

with the automorphism group $O(1,3)$. Dirac spinors of $\mathbb{R}^{1,3}$ belong to a complex linear space $\mathbb{C}^{4}$. There is a scalar product of Dirac spinors $\psi, \varphi \in \mathbb{C}^{4}$,

$$
\psi^{* \top} \gamma_{0} \varphi=\psi_{1}^{*} \varphi_{1}+\psi_{2}^{*} \varphi_{2}-\psi_{3}^{*} \varphi_{3}-\psi_{4}^{*} \varphi_{4}
$$

with the automorphism group $U(2,2)$.
One might wonder about the following things:
(i) Why do spinors with complex entries arise in conjunction with the real quadratic spaces $\mathbb{R}^{3}$ and $\mathbb{R}^{1,3}$ ?
(ii) If we consider generalizations to arbitrary $\mathbb{R}^{p, q}$, are the scalar products of spinors still Hermitian or antisymmetric?
(iii) Are the scalar products of spinors definite or neutral for all $\mathbb{R}^{p, q}$ ?
(iv) Is there a general pattern in higher dimensions for the changes from $\mathbb{R}^{3}$ to $\overline{\mathbb{C}}^{2}$ or from $\mathbb{R}^{1,3}$ to $\overline{\mathbb{C}}^{2,2}$ ?

We will answer these questions in the following general form: What is the automorphism group of the scalar product of spinors in the case of the quadratic space $\mathbb{R}^{p, q}$ ? The scalar products of spinors can be collected into two equivalence classes when $p$ and $q$ are kept fixed in $\mathbb{R}^{p, q}$. There are altogether

$$
32=\frac{8 \times 8}{2}
$$

different kinds of scalar products of spinors when we let $p$ and $q$ vary in $\mathbb{R}^{p, q}$.
The situation is much simplified if we consider instead of the real quadratic spaces $\mathbb{R}^{p, q}$ their complexifications $\mathbb{C} \otimes \mathbb{R}^{p, q}$. Then there remain only four different types of scalar products of spinors to be considered.

The reader will notice that the unitary group $U(2,2)$ can be adjoined to the Minkowski space-times $\mathbb{R}^{1,3}$ and $\mathbb{R}^{3,1}$ in two different ways by

- complexifying, or
- adding one extra dimension (of positive signature), which respectively result in
$-\mathbb{C} \otimes \mathbb{R}^{1,3}$ and $\mathbb{C} \otimes \mathbb{R}^{3,1}$, or
$-\mathbb{R}^{2,3}$ and $\mathbb{R}^{4,1}$.
In both cases $U(2,2)$ is the automorphism group of the scalar product of spinors. The latter case gives a hint of a relation to the conformal group of the Minkowski space. ${ }^{1}$


### 18.1 Scalar products on spinor spaces

We start with spinors $\psi, \varphi$ in spinor spaces $S=\mathcal{C} \ell_{p, q} f$ which are linear spaces over division rings $\mathbb{D}=f \mathcal{C} \ell_{p, q} f$. We will consider two cases:
(i) The minimal left ideals $S=\mathcal{C} \ell_{p, q} f$ providing irreducible representations for all $\mathcal{C} \ell_{p, q}$; these representations are also faithful for simple $\mathcal{C} \ell_{p, q}$.
(ii) The left ideals $S \oplus \hat{S}=\mathcal{C} \ell_{p, q} e, e=f+\hat{f}$, providing faithful representations for semi-simple $\mathcal{C} \ell_{p, q}$.

1 The Vahlen matrices of the Minkowski space are such that $\operatorname{Mat}\left(2, \mathcal{C} \ell_{1,3}\right) \simeq \mathcal{C} \ell_{2,4}$ and $\operatorname{Mat}\left(2, \mathcal{C} \ell_{3,1}\right) \simeq \mathcal{C} \ell_{4,2}$, where the even subalgebras are isomorphic: $\mathcal{C} \ell_{2,4}^{+} \simeq \mathcal{C} \ell_{4,2}^{+} \simeq$ $\operatorname{Mat}(4, \mathbb{C})$ or $\mathcal{C} \ell_{2,3} \simeq \mathcal{C} \ell_{4,1} \simeq \operatorname{Mat}(4, \mathbb{C})$. The (connected components of the) conformal groups of $\mathbb{R}^{1,3}$ and $\mathbb{R}^{3,1}$ are isomorphic to

$$
\frac{S O_{+}(2,4)}{\{I,-I\}} \simeq \frac{S O_{+}(4,2)}{\{I,-I\}} \simeq \frac{S U(2,2)}{\{ \pm I, \pm i I\}}
$$

The automorphism group $U(2,2)$ of the scalar product of Dirac spinors contains as a subgroup the universal cover $S U(2,2)$ of the conformal group of the Minkowski space.

As before, let

$$
\begin{array}{clll}
\check{\mathbb{D}} & \text { be either } & \mathbb{D} & \text { or } \\
\check{S} \oplus \hat{\mathbb{D}}, \\
\check{S} \text { be either } & S & \text { or } & S \oplus \hat{S}
\end{array}
$$

according as $\mathcal{C} \ell_{p, q}$ is simple or semi-simple, respectively.
Let $\beta$ be either of the anti-automorphisms $u \rightarrow \tilde{u}$ and $u \rightarrow \bar{u}$ of $\mathcal{C} \ell_{p, q}$. The real linear spaces

$$
\begin{aligned}
& P_{+}=\{\psi \in S \mid \beta(\psi)=+\psi\} \\
& P_{-}=\{\psi \in S \mid \beta(\psi)=-\psi\}
\end{aligned}
$$

have real dimensions $0,1,2$ or 3 and

$$
P=P_{+} \oplus P_{-}=\{\psi \in S \mid \beta(\dot{\psi}) \in S\}
$$

has real dimension $0,1,2$ or 4 no matter how large the dimension of $S$ is. To prove this we may use periodicity, $\mathcal{C} \ell_{p, q} \otimes \mathcal{C} \ell_{0,8} \simeq \mathcal{C} \ell_{p, q+8}$, and the fact that for $\mathcal{C} \ell_{0,8}$ the dimension of $P=P_{+}$is 1 (over $\mathbb{R}$ ).

Define the real linear space

$$
\check{P}=\{\psi \in \check{S} \mid \beta(\psi) \in \check{S}\}
$$

which has real dimension $1,2,3$ or 4 . For all $\psi, \varphi$ in $S$ or $\check{S}$ we have $\beta(\psi) \varphi$ in $P$ or $\check{P}$. There is an invertible element $s$ in $\mathcal{C} \ell_{p, q}$ with the property $P \subset s^{-1} \mathbb{D}$ and which is, in the case $\operatorname{dim} P \neq 0$, such that for all $\lambda$ in $\mathbb{D}$ also $\lambda^{\sigma}=s \beta(\lambda) s^{-1}$ is in $\mathbb{D}$. ${ }^{2}$ To prove that such an element $s$ exists in every $\mathcal{C} \ell_{p, q}$ we may first consider the lower-dimensional cases and then proceed by making use of the fact that $\beta(f)=f$ for

$$
f=\frac{1}{2}\left(1+\mathbf{e}_{1248}\right) \frac{1}{2}\left(1+\mathbf{e}_{2358}\right) \frac{1}{2}\left(1+\mathbf{e}_{3468}\right) \frac{1}{2}\left(1+\mathbf{e}_{4578}\right)
$$

in $\mathcal{C} \ell_{0,8}$, and therefore $s=1$ is such an element in $\mathcal{C} \ell_{0,8}$.
In the same way, there is an invertible element $s$ in $\mathcal{C} \ell_{p, q}$ with the property $\check{P}=s^{-1} \check{\mathbb{D}}$ and which is moreover such that for all $\lambda$ in $\check{\mathbb{D}}$ also $\lambda^{\sigma}=s \beta(\lambda) s^{-1}$ is in $\dot{\mathbb{D}}$. Both the maps

$$
\check{S} \times \check{S} \rightarrow \check{\mathbb{D}}, \quad(\psi, \varphi) \rightarrow\left\{\begin{array}{l}
s \tilde{\psi} \varphi \\
s \bar{\psi} \varphi
\end{array}\right.
$$

are scalar products on $\check{S}$. Similarly, we may construct a scalar product on $S$. The element $s$ can be chosen from the standard basis of $\mathcal{C} \ell_{p, q}$ [when $f$ is constructed by the standard basis of $\left.\mathcal{C} \ell_{p, q}\right]$. In particular, $\beta(s)= \pm s$, and so the scalar product is symmetric or antisymmetric [on both $S$ and $\check{S}$ ]. ${ }^{3}$ The

[^37]scalar product on $\check{S}$ is more interesting; it is
symmetric or antisymmetric
non-degenerate

positive definite (for the choice $s=1$ ) on $\left\{\begin{array}{lll}\mathcal{C} \ell_{n, 0} & \text { with } & s \tilde{\psi} \varphi \\ \mathcal{C} \ell_{0, n} & \text { with } & s \bar{\psi} \varphi\end{array}\right.$
neutral except on $\left\{\begin{array}{llll}\mathcal{C} \ell_{n, 0}, \mathcal{C} \ell_{0,1}, & \mathcal{C} \ell_{0,2}, & \mathcal{C} \ell_{0,3} \\ \mathcal{C} \ell_{0, n}, & \mathcal{C} \ell_{1,0} & \text { with } & \text { with } \\ & s \bar{\psi} \varphi\end{array}\right.$
The scalar product is definite or neutral except for $\mathcal{C} \ell_{0,1}, \mathcal{C} \ell_{0,2}, \mathcal{C} \ell_{0,3}$ or $\mathcal{C} \ell_{1,0}$. In these lower-dimensional exceptional cases neutrality is not possible, because the spinor space $\check{S}$ is 1 -dimensional over $\check{\mathbb{D}}=\mathbb{C}, \mathbb{H},{ }^{2} \mathbb{H}$ or ${ }^{2} \mathbb{R}$, respectively.

For a fixed $\mathcal{C} \ell_{p, q}$, the neutral scalar products on $\check{S}$, induced by arbitrary anti-automorphisms of $\mathcal{C} \ell_{p, q}$, can be collected into two equivalence classes, the equivalence relation being

$$
\langle\psi, \varphi\rangle_{1} \simeq\langle\psi, \varphi\rangle_{2} \Longleftrightarrow \exists U \in \operatorname{End}_{\tilde{D}} \check{S},\langle U \psi, U \varphi\rangle_{1}=\langle\psi, \varphi\rangle_{2}
$$

for all $\psi, \varphi \in \check{S}$. In each class there is a scalar product induced by such an antiautomorphism of $\mathcal{C} \ell_{p, q}$ (extending an orthogonal transformation of $\mathbb{R}^{p, q}$ ) that does not single out any distinguished direction in $\mathbb{R}^{p, q}$, namely, the reversion $u \rightarrow \tilde{u}$ or the Clifford-conjugation $u \rightarrow \bar{u}$ of $\mathcal{C} \ell_{p, q}$.

### 18.2 Automorphism groups of scalar products of spinors

Examples. 1. The Clifford algebra $\mathcal{C} \ell_{2,1}$ is isomorphic to $\operatorname{Mat}\left(2,{ }^{2} \mathbb{R}\right)$. The idempotent $f=\frac{1}{2}\left(1+\mathbf{e}_{1}\right) \frac{1}{2}\left(1+\mathbf{e}_{23}\right)$ is primitive in $\mathcal{C} \ell_{2,1}$. The subalgebra $\mathbb{D}=f \mathcal{C} \ell_{2,1} f$ is just the line $\{\lambda f \mid \lambda \in \mathbb{R}\}$; with unity $f$ it is isomorphic to the division ring $\mathbb{R}$. The basis elements

$$
\begin{aligned}
& f_{1}=\frac{1}{4}\left(1+\mathbf{e}_{1}+\mathbf{e}_{23}+\mathbf{e}_{123}\right) \\
& f_{2}=\frac{1}{4}\left(\mathbf{e}_{2}-\mathbf{e}_{12}+\mathbf{e}_{3}-\mathbf{e}_{13}\right)
\end{aligned}
$$

of $S=\mathcal{C} \ell_{2,1} f$ are such that

$$
\begin{array}{ll}
\tilde{f}_{1} f_{1}=0, & \tilde{f}_{1} f_{2}=0 \\
\tilde{f}_{2} f_{1}=0, & \tilde{f}_{2} f_{2}=0
\end{array} \quad \text { and } \quad \begin{array}{ll}
\bar{f}_{1} f_{1}=0, & \bar{f}_{1} f_{2}=f_{2} \\
\bar{f}_{2} f_{1}=-f_{2}, & \bar{f}_{2} f_{2}=0
\end{array}
$$

The products $s \tilde{\psi} \varphi, s=1$, and $s \bar{\psi} \varphi, s=\mathbf{e}_{2}$, have values in $\mathbb{D}$; they are scalar products on $S$. The scalar product $\tilde{\psi} \varphi$ vanishes identically; its automorphism group is the full linear group $G L(2, \mathbb{R})$. The scalar product $\mathbf{e}_{2} \bar{\psi} \varphi$ is antisymmetric; its automorphims group is $S p(2, \mathbb{R})$. If we consider $\check{S}_{\tilde{L}}=S \oplus \hat{S}$ instead of $S$, then the automorphism group of the scalar product $s \tilde{\psi} \varphi$ becomes nondegenerate (because of the swap) and the automorphism group of the scalar
product $s \bar{\psi} \varphi$ splits: ${ }^{2} S p(2, \mathbb{R})=S p(2, \mathbb{R}) \times S p(2, \mathbb{R})$.
2. The Clifford algebra $\mathcal{C} \ell_{1,3}$ of the Minkowski space $\mathbb{R}^{1,3}$ is isomorphic to the real matrix algebra $\operatorname{Mat}(2, \mathbb{H})$. Take an orthonormal basis $\left\{\gamma_{0}, \gamma_{1}, \gamma_{2}, \gamma_{3}\right\}$ for $\mathbb{R}^{1,3}$. The idempotent $f=\frac{1}{2}\left(1+\gamma_{0}\right)$ is primitive in $\mathcal{C} \ell_{1,3}$. As a real linear space the minimal left ideal $S=\mathcal{C} \ell_{1,3} f$ is 8 -dimensional and the elements

$$
\begin{array}{ll}
h_{1}=\frac{1}{2}\left(1+\gamma_{0}\right), & h_{2}=\frac{1}{2}\left(-\gamma_{123}+\gamma_{0123}\right) \\
i_{1}=\frac{1}{2}\left(\gamma_{23}+\gamma_{023}\right), & i_{2}=\frac{1}{2}\left(\gamma_{1}-\gamma_{01}\right) \\
j_{1}=\frac{1}{2}\left(\gamma_{31}+\gamma_{031}\right), & j_{2}=\frac{1}{2}\left(\gamma_{2}-\gamma_{02}\right) \\
k_{1}=\frac{1}{2}\left(\gamma_{12}+\gamma_{012}\right), & k_{2}=\frac{1}{2}\left(\gamma_{3}-\gamma_{03}\right)
\end{array}
$$

form a basis for $S_{\mathbb{R}}$. The set $\left\{h_{1}, i_{1}, j_{1}, k_{1}\right\}$ is a basis for the real linear space $\mathbb{D}=f \mathcal{C} \ell_{1,3} f$. As a ring $\mathbb{D}$ is isomorphic to the quaternion ring $\mathbb{H}$, and the right $\mathbb{D}$-linear module $S_{\mathbb{D}}$ is two-dimensional with basis $\left\{h_{1}, h_{2}\right\}$. In the basis $\left\{h_{1}, h_{2}\right\}$ left multiplication by $\gamma_{0}, \gamma_{1}, \gamma_{2}, \gamma_{3}$ is represented by the following $2 \times 2$ matrices with quaternion entries:

$$
\begin{aligned}
& \gamma_{0} \simeq\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \\
& \gamma_{1} \simeq\left(\begin{array}{ll}
0 & i \\
i & 0
\end{array}\right), \quad \gamma_{2} \simeq\left(\begin{array}{ll}
0 & j \\
j & 0
\end{array}\right), \quad \gamma_{3} \simeq\left(\begin{array}{ll}
0 & k \\
k & 0
\end{array}\right) .
\end{aligned}
$$

The real linear spaces $P_{+}$and $P_{-}$have bases

$$
\begin{array}{lll} 
& P_{+} & P_{-} \\
\tilde{u}: & \left\{h_{1}\right\} & \left\{i_{1}, j_{1}, k_{1}\right\} \\
\bar{u}: & \left\{h_{2}\right\} & \left\{i_{2}, j_{2}, k_{2}\right\} .
\end{array}
$$

In the scalar products $S \times S \rightarrow \mathbb{D},(\psi, \varphi) \rightarrow s \beta(\psi) \varphi$ one can take $s=1$ for $s \tilde{\psi} \varphi$ and $s=\gamma_{123}$ for $s \bar{\psi} \varphi$. Direct computation shows that

$$
\begin{array}{llll}
\tilde{h}_{1} h_{1}=h_{1}, & \tilde{h}_{1} h_{2}=0 \\
\tilde{h}_{2} h_{1}=0, & \tilde{h}_{2} h_{2}=-h_{1}
\end{array} \quad \text { and } \quad \begin{aligned}
& \bar{h}_{1} h_{1}=0, \\
& \bar{h}_{2} h_{1} h_{2}=h_{2}, \\
& \bar{h}_{2} h_{2}=0 .
\end{aligned}
$$

Both the scalar products have the automorphism group $S p(2,2)$.
The Tables 1 and 2 list automorphism groups of the scalar products on $\check{S}$; they are nothing but the groups

$$
\left\{s \in \mathcal{C} \ell_{p, q} \mid s \tilde{s}=1\right\} \quad \text { and } \quad\left\{s \in \mathcal{C} \ell_{p, q} \mid s \bar{s}=1\right\}
$$

If the Clifford algebra $\mathcal{C} \ell_{p, q}$ is semi-simple and if the automorphism group on $\check{S}$ is a direct product ${ }^{2} G=G \times G$, then the automorphism group on $S$ is $G$.

Table 1. Automorphism Groups of $s \tilde{\psi} \varphi$ on $\check{S}$ in $\mathcal{C} \ell_{p, q}$.


Table 2. Automorphism Groups of $s \bar{\psi} \varphi$ on $\check{S}$ in $\mathcal{C} \ell_{p, q}$.


Examples. 1. $\mathcal{C} \ell_{0,2}, s \tilde{\psi} \varphi: S O^{*}(2)=\left\{U \in S O(2, \mathbb{C}) \mid U^{*} J=J U\right\} \simeq S O(2)$.
2. $\mathcal{C} \ell_{2}, s \bar{\psi} \varphi: S p(2, \mathbb{R})=\left\{U \in \operatorname{Mat}(2, \mathbb{R}) \mid U^{\top} J U=U\right\} \simeq S L(2, \mathbb{R})$.
3. $\mathcal{C} \ell_{5}, s \tilde{\psi} \varphi:{ }^{2} S p(4)=S p(4) \times S p(4), S p(4) /\{ \pm I\} \simeq S O(5)$.
4. $\mathcal{C} \ell_{1,3}, S p(2,2)=U(2,2) \cap S p(4, \mathbb{C}), S p(2,2) /\{ \pm I\} \simeq S O_{+}(4,1)$.

Note that the group $U(2,2)$ appears as an automorphism group of the scalar product $s \bar{\psi} \varphi$ for $\mathcal{C} \ell_{2,3}$ and $\mathcal{C} \ell_{4,1}$. To explain the presence of $U(2,2)$ in the Dirac theory by the real Clifford algebras $\mathcal{C} \ell_{p, q}$, we must add one dimension of positive square to the Minkowski spaces $\mathbb{R}^{1,3}$ and $\mathbb{R}^{3,1}$.

There is another explanation: use complexifications $\mathbb{C} \otimes \mathcal{C} \ell_{p, q}$. For a fixed $n=p+q$ we have the isomorphisms of algebras $\mathbb{C} \otimes \mathcal{C} \ell_{p, 4} \simeq \mathcal{C} \ell\left(\mathbb{C}^{n}\right)$. Although the complex linear space $\mathbb{C}^{n}$ has a symmetric (= not sesquilinear) bilinear form on itself, we may equip the spinor spaces of $\mathbb{C} \otimes \mathcal{C} \ell_{p, q}$ with sesquilinear forms
$s \tilde{\psi}^{*} \varphi$ and $s \bar{\psi}^{*} \varphi$. These sesquilinear products have automorphism groups

$$
\left\{s \in \mathbb{C} \otimes \mathcal{C} \ell_{p, q} \mid s \tilde{s}^{*}=1\right\} \quad \text { and } \quad\left\{s \in \mathbb{C} \otimes \mathcal{C} \ell_{p, q} \mid s \bar{s}^{*}=1\right\}
$$

For a fixed $n=p+q$ these groups depend on the values of $p$ and $q$ [although the algebra $\mathbb{C} \otimes \mathcal{C} \ell_{p, q}$ is independent of $p$ and $\left.q\right]$.

Table 3. Automorphism Groups of $s \tilde{\psi}^{*} \varphi$ in $\mathbb{C}^{*} \otimes \mathcal{C} \ell_{p, q}$.

| $p+q-q$ | -6 | -5 | -4 | -3 | -2 | -1 | 0 | 12 | 3 | 4 | 5 | 6 |  | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $U(1)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | $G L(1, \mathbb{C}){ }^{2} U(1)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | $U(1,1) \quad U(1,1) \quad U(2)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | $G L(2, \mathbb{C}){ }^{2} U(1,1) G L(2, \mathbb{C}){ }^{2} U(2)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 4 |  |  | $U(2,2)$ |  | $U(2,2)$ |  | $U(2,2)$ | $U(2,2)$ |  | $U(4)$ |  |  |  |  |
| 5 | $G L(4, \mathbb{C}){ }^{2} U(2,2) G L(4, \mathbb{C}){ }^{2} U(2,2) G L(4, \mathbb{C}){ }^{2} U(4)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 6 | $U(4$, | U | U 4 , | U | $U(4,4)$ |  | $U(4,4)$ | $U(4,4)$ |  | $U(4,4)$ |  | $U(8)$ |  |  |
| 7 GL(8) | , $\mathbb{C})^{2}$ | (4, | 4) $G$ | (8, | C) ${ }^{2}$ | (4, | ,4) GL(8 | $(8, \mathbb{C})^{2} U$ | (4 | , 4) GL | (8, | C) |  |  |

Table 4. Automorphism Groups of $s \bar{\psi}^{*} \varphi$ in $\mathbb{C}^{*} \otimes \mathcal{C} \ell_{p, q}$.

| $p-q$ | -7 | -6 | -5 | -4 | -3 | -2 | -1 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 0 | $U(1)$ |  |  |
| :--- | :---: | :---: | :---: |
| 1 | ${ }^{2} U(1)$ | $G L(1, \mathbb{C})$ |  |
| 2 | $U(2)$ | $U(1,1)$ | $U(1,1)$ |
| 3 | ${ }^{2} U(2)$ | $G L(2, \mathbb{C}){ }^{2} U(1,1) G L(2, \mathbb{C})$ |  |
| 4 | $U(4)$ | $U(2,2)$ | $U(2,2)$ |
| 5 | ${ }^{2} U(4)$ | $G L(4, \mathbb{C}){ }^{2} U(2,2)$ | $G L(4, \mathbb{C}){ }^{2} U(2,2)$ |
| 5 | $U(8)$ | $U(4,4)$ | $U(4,4)$ |
| 6 | $U(4,4)$ | $U(4,4)$ | $U(4,4)$ |
| 7 | ${ }^{2} U(8)$ | $G L(8, \mathbb{C})$ |  |${ }^{2} U(4,4) G L(8, \mathbb{C}){ }^{2} U(4,4) G L(8, \mathbb{C}){ }^{2} U(4,4) G L(8, \mathbb{C})$

See Porteous 1969 p. 271 ll. 1-8. Note that complexification explains the occurrence of $U(2,2)$ in conjunction with the Minkowski spaces.

In complexifications of real algebras we replaced the ground field $\mathbb{R}$ by $\mathbb{C}$, a field extension with an involution, the complex conjugation [to emphasize that $\mathbb{C}$ comes with a complex conjugation we denote $\overline{\mathbb{C}}$ or $\left.\mathbb{C}^{*}\right]$.

We could also tensor $\mathcal{C} \ell_{p, q}$ by the real algebra ${ }^{2} \mathbb{R}$, a commutative ring with an irreducible involution, the swap. See Porteous 1969 pp. 193, 251. This leads
to the automorphism groups shown in Table 5 [isomorphic to the subgroup of invertible elements in $\mathcal{C} \ell_{p, q}$ ].

Table 5. Automorphism Groups for ${ }^{2} \mathbb{R} \otimes \mathcal{C} \ell_{p, q}$.
$\left.\begin{array}{ccccccccccccccc}\hline p-q & -7 & -6 & -5 & -4 & -3 & -2 & -1 & 0 & 1 & 2 & 3 & 4 & 5 & 6\end{array}\right]$

See Porteous 1969 p. 271 ll. 11-18.
In the case of the complex Clifford algebras $\mathcal{C} \ell\left(\mathbb{C}^{n}\right)$ we may further equip the spinor space with a symmetric (= not sesquilinear) form on itself, sending $(\psi, \varphi)$ to $s \tilde{\psi} \varphi$ or $s \bar{\psi} \varphi$, see Table 6 .

Table 6. Automorphism Groups for $\mathbb{C}^{n}$.

| $n$ | $s \tilde{\psi} \varphi$ | $n$ | $s \bar{\psi} \varphi$ |
| :---: | :---: | :---: | :---: |
| 0 | $O(1, \mathbb{C})$ | 0 | $O(1, \mathbb{C})$ |
| 1 | ${ }^{2} O(1, \mathbb{C})$ | 1 | $G L(1, \mathbb{C})$ |
| 2 | $O(2, \mathbb{C})$ | 2 | $S p(2, \mathbb{C})$ |
| 3 | $G L(2, \mathbb{C})$ | 3 | ${ }^{2} S p(2, \mathbb{C})$ |
| 4 | $S p(4, \mathbb{C})$ | 4 | $S p(4, \mathbb{C})$ |
| 5 | ${ }^{2} S p(4, \mathbb{C})$ | 5 | $G L(4, \mathbb{C})$ |
| 6 | $S p(8, \mathbb{C})$ | 6 | $O(8, \mathbb{C})$ |
| 7 | $G L(8, \mathbb{C})$ | 7 | ${ }^{2} O(8, \mathbb{C})$ |

See Porteous 1969 p. 271 l. 9.
As the last extension we consider the tensor product ${ }^{2} \mathbb{C} \otimes \mathbb{C} \mathbb{C}^{n}$. The scalar products of spinors are formed by reversion or Clifford-conjugation composed with swap (no complex conjugation), see Table 7.

Table 7. Automorphism Groups for ${ }^{2} \mathbb{C} \otimes \mathbb{C}^{n}$.

| $n$ | $s \tilde{\psi} \varphi$ or $s \bar{\psi} \varphi$ |
| :--- | :---: |
| 0 | $G L(1, \mathbb{C})$ |
| 1 | ${ }^{2} G L(1, \mathbb{C})$ |
| 2 | $G L(2, \mathbb{C})$ |
| 3 | ${ }^{2} G L(2, \mathbb{C})$ |
| 4 | $G L(4, \mathbb{C})$ |
| 5 | ${ }^{2} G L(4, \mathbb{C})$ |
| 6 | $G L(8, \mathbb{C})$ |
| 7 | ${ }^{2} G L(8, \mathbb{C})$ |

See Porteous 1969 p. 271 l. 10.

### 18.3 Brauer-Wall-Porteous groups

As before, we consider only finite-dimensional associative algebras.
Central simple algebras over $\mathbb{R}$ are isomorphic to the real matrix algebras $\operatorname{Mat}(d, \mathbb{R})$ and $\operatorname{Mat}(d, \mathbb{H})$. A tensor product of two matrix algebras with entries in $\mathbb{H}$ is a matrix algebra with entries in $\mathbb{R}$. This can be expressed by saying that the Brauer group $\operatorname{Br}(\mathbb{R})$ of $\mathbb{R}$ is a two-element group $\{\mathbb{R}, \mathbb{H}\}$.

Tensor products of graded central simple algebras over $\mathbb{R}$ lead to the BrauerWall group $B W(\mathbb{R})$ of $\mathbb{R}$; this is a cyclic group of eight elements,

$$
\left\{\frac{\mathbb{R}(2 \nu)}{2 \mathbb{R}(\nu)}, \frac{2}{\mathbb{R}(\nu)} \underset{\mathbb{R}(\nu)}{ }, \frac{\mathbb{R}(2 \nu)}{\mathbb{C}(\nu)}, \frac{\mathbb{C}(2 \nu)}{\mathbb{H}(\nu)}, \frac{\mathbb{H}(2 \nu)}{{ }^{2} \mathbb{H}(\nu)}, \frac{{ }^{2} \mathbb{H}(\nu)}{\mathbb{H}(\nu)}, \frac{\mathbb{H}(\nu)}{\mathbb{C}(\nu)}, \frac{\mathbb{C}(\nu)}{\mathbb{R}(\nu)}\right\}
$$

Here we use the abbreviation $\mathbb{A}(\nu)=\operatorname{Mat}(\nu, \mathbb{A})$; the notation

$$
\frac{A}{B}
$$

means that $B$ is the even subalgebra of $A$. The elements of $B W(\mathbb{R})$ can be represented by the graded algebras

$$
\frac{\mathcal{C} \ell_{0, n}}{\mathcal{C} \ell_{0, n}^{+}}
$$

where $n$ is taken modulo 8 . This is just another way of expressing Cartan's periodicity of 8 .

Graded algebras are algebras with an involution (= involutory automorphism). We could further consider tensor products in graded central simple algebras with an anti-involution (= involutory anti-automorphism). When the
involution and the anti-involution commute, this leads to the Brauer-WallPorteous group $B W P(\mathbb{R})$ of $\mathbb{R}$; its elements are graded subgroups (of a graded algebra $A$ )

$$
\frac{G}{H}
$$

where $G$ is the subgroup determinded by the anti-involution $\beta, G=\{s \in A \mid$ $\beta(s) s=1\}$, and $H$ is its even subgroup, $H=B \cap G$ ( $B$ is the even part of $A$ ).

Table 8. Scalar Product $s \tilde{\psi} \varphi$ in $\mathcal{C} \ell_{p, q}$ and $B W P(\mathbb{R})$.


Table 9. Scalar Product $s \bar{\psi} \varphi$ in $\mathcal{C} \ell_{p, q}$ and $B W P(\mathbb{R})$.


The Brauer-Wall-Porteous group $B W P(\mathbb{R})$ is a commutative group of 32 elements,

$$
B W P(\mathbb{R}) \simeq\left\{(x, y) \in \mathbb{Z}_{8} \times \mathbb{Z}_{8} \mid x, y \in 2 \mathbb{Z}\right\}
$$

We see that the elements of $B W P(\mathbb{R})$ are (graded) automorphism groups of scalar products of spinors for $\mathcal{C} \ell_{p, q}$,

$$
\frac{\left\{s \in \mathcal{C} \ell_{p, q} \mid s \beta(s)=1\right\}}{\left\{s \in \mathcal{C} \ell_{p, q}^{+} \mid s \beta(s)=1\right\}}
$$

The even subgroup $\left\{s \in \mathcal{C} \ell_{p, q}^{+} \mid s \beta(s)=1\right\}$ is isomorphic to $\left\{s \in \mathcal{C} \ell_{p, q-1} \mid\right.$ $s \beta(s)=1\}$, obtained by taking a step to the North-East. Tensor products of real graded central simple algebras with an anti-involution correspond to movements of a bishop on the chessboard.

Recall that the Brauer group $\operatorname{Br}(\mathbb{C})$ of $\mathbb{C}$ is a one-element group $\{\mathbb{C}\}$. The Brauer-Wall group $B W(\mathbb{C})$ of $\mathbb{C}$ is a group of two elements

$$
\left\{\frac{\operatorname{Mat}(2, \mathbb{C})}{2 \mathbb{C}}, \frac{2 \mathbb{C}}{\mathbb{C}}\right\}
$$

Thus, complex Clifford algebras have a periodicity of 2. The Brauer-WallPorteous group $B W P(\mathbb{C})$ of $\mathbb{C}$ is a cyclic group of eight elements; in other words complex Clifford algebras with an anti-involution have a periodicity of 8 , see Table 10.

Table 10. $\mathcal{C} \ell\left(\mathbb{C}^{n}\right)$ and $B W P(\mathbb{C})$.

| $n$ | $s \tilde{\psi} \varphi$ |
| :--- | :---: |
| 0 | $O(2 \nu, \mathbb{C})$ |
| 1 | ${ }^{2} O(2 \nu, \mathbb{C})$ |
| 2 | $O(2 \nu, \mathbb{C})$ |
| 3 | $G L(2 \nu, \mathbb{C})$ |
| 4 | $S p(2 \nu, \mathbb{C})$ |
| 5 | ${ }^{2} S p(2 \nu, \mathbb{C})$ |
| 6 | $S p(2 \nu, \mathbb{C})$ |
| 7 | $G L(2 \nu, \mathbb{C})$ |


| $n$ | $s \bar{\psi} \varphi$ |
| :--- | :---: |
| 0 | $O(2 \nu, \mathbb{C})$ |
| 1 | $G L(2 \nu, \mathbb{C})$ |
| 2 | $S p(2 \nu, \mathbb{C})$ |
| 3 | ${ }^{2} S p(2 \nu, \mathbb{C})$ |
| 4 | $S p(2 \nu, \mathbb{C})$ |
| 5 | $G L(2 \nu, \mathbb{C})$ |
| 6 | $O(2 \nu, \mathbb{C})$ |
| 7 | ${ }^{2} O(2 \nu, \mathbb{C})$ |

The Brauer-Wall-Porteous group $B W P\left({ }^{2} \mathbb{R}\right)$ of the double ring ${ }^{2} \mathbb{R}$ with swap is also a cyclic group of eight elements, see Table 11.

Table 11. ${ }^{2} \mathbb{R} \otimes \mathcal{C} \ell_{p, q}$ and $B W P\left({ }^{2} \mathbb{R}\right)$.

| $p-q$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
|  | $G L(2 \nu, \mathbb{R})$ | $G L(2 \nu, \mathbb{R})$ | $G L(\nu, \mathbb{H})$ | $G L(\nu, \mathbb{H})$ |  |  |  |  |
|  | ${ }^{2} G L(2 \nu, \mathbb{R})$ |  |  |  |  |  |  |  |
|  | $G L(2 \nu, \mathbb{C})$ | ${ }^{2} G L(\nu, \mathbb{H})$ | $G L(2 \nu, \mathbb{C})$ |  |  |  |  |  |

Tensoring $\mathcal{C} \ell_{p, q}$ by $\mathbb{C}^{*}$, the complex field with complex conjugation, results in a Brauer-Wall-Porteous group isomorphic to $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$, see Table 12 .

Table 12. $\mathbb{C}^{*} \otimes \mathcal{C} \ell_{p, q}$ and $B W P\left(\mathbb{C}^{*}\right)$.


As our last extension we tensor $\mathcal{C} \ell\left(\mathbb{C}^{n}\right)$ by ${ }^{2} \mathbb{C}$ (Table 13).
Table 13. ${ }^{2} \mathbb{C} \otimes_{\mathbb{C}} \mathbb{C}^{n}$ and $B W P\left({ }^{2} \mathbb{C}\right)$.

| $n$ | $s \tilde{\psi} \varphi$ and $\bar{\psi} \varphi$ |  |
| :--- | :---: | :---: |
| 0 | $G L(2 \nu, \mathbb{C})$ |  |
| 1 |  | ${ }^{2} G L(2 \nu, \mathbb{C})$ |

In total, we have the following Brauer-Wall-Porteous groups (of $\mathbb{R}$ and $\mathbb{C}$ and their extensions with an irreducible involution).

$$
\begin{array}{ll}
\mathbb{R}^{p, q} & B W P(\mathbb{R}) \simeq\left(\mathbb{Z}_{8} \times \mathbb{Z}_{8}\right) / \mathbb{Z}_{2} \\
2^{2} \mathbb{R} \otimes_{\mathbb{R}} \mathbb{R}^{p, q} & B W P\left({ }^{2} \mathbb{R}\right) \simeq \mathbb{Z}_{8} \\
\mathbb{C}^{*} \otimes \mathbb{R}^{p, q} & B W P\left(\mathbb{C}^{*}\right) \simeq \mathbb{Z}_{2} \times \mathbb{Z}_{2} \\
\mathbb{C}^{n} & B W P(\mathbb{C}) \simeq \mathbb{Z}_{8} \\
{ }^{2} \mathbb{C} \otimes_{\mathbb{C}} \mathbb{C}^{n} & B W P\left({ }^{2} \mathbb{C}\right) \simeq \mathbb{Z}_{2}
\end{array}
$$

It is convenient to be able to characterize the automorphism groups of scalar products on spinor spaces $S$ directly by making use of real dimensions of the subspaces $P_{ \pm}=\{\psi \in S \mid \beta(\psi)= \pm \psi\}$, see Table 14 .

Table 14. Scalar products on $S$.

| $\operatorname{dim} P_{+}$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $\operatorname{dim} P_{-}$ |  |  |  |  |
| 0 | $G L(\nu, \mathbb{R})$ | $O(\nu, \nu)$ | $O(2 \nu, \mathbb{C})$ |  |
| 1 | $S p(2 \nu, \mathbb{R})$ | $U(\nu, \nu)$ |  | $S O^{*}(4 \nu)$ |
| 2 | $S p(2 \nu, \mathbb{C})$ |  |  |  |
| 3 | $S p(2 \nu, 2 \nu)$ |  |  |  |
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## Möbius Transformations and Vahlen Matrices

Classical complex analysis can be generalized from the complex plane to higher dimensions in three different ways: function theory of several complex variables (commutative), higher-dimensional one-variable hypercomplex analysis (anticommutative), and conformal transformations (geometric). In this chapter we study the third possibility: conformal transformations in $n$ dimensions, $n \geq 3$.

A function $f$ sending a region in $\mathbb{R}^{2}=\mathbb{C}$ into $\mathbb{C}$ is conformal at $z$, if it is complex analytic and has a non-zero derivative, $f^{\prime}(z) \neq 0$ (we consider only sense-preserving conformal mappings). The only conformal transformations of the whole plane $\mathbb{C}$ are affine linear transformations: compositions of rotations, dilations and translations. The Möbius mapping

$$
f(z)=\frac{a z+b}{c z+d}, \quad a, b, c, d \in \mathbb{C}, \quad a d-b c \neq 0
$$

is affine linear when $c=0$; otherwise it is conformal at each $z \in \mathbb{C}$ except when $z=-\frac{d}{c}$. The Möbius mapping $f$ sends $\mathbb{C} \backslash\left\{-\frac{d}{c}\right\}$ onto $\mathbb{C} \backslash\left\{\frac{a}{c}\right\}$. If we agree that $f\left(-\frac{d}{c}\right)=\infty$ and $f(\infty)=\frac{a}{c}$, then $f$ becomes a (one-to-one) transformation of $\mathbb{C} \cup\{\infty\}$, the complex plane compactified by the point at infinity. ${ }^{1}$ These transformations are called Möbius transformations of $\mathbb{C} \cup\{\infty\}$. Möbius transformations are compositions of rotations, translations, dilations and transversions. ${ }^{2}$ Möbius transformations send circles (and affine lines) to circles (or affine lines). The derivative of a Möbius transformation is a composition of a rotation and a dilation.

By definition, a conformal mapping preserves angles between intersecting curves. Formally, let $D$ be a region in a Euclidean space $\mathbb{R}^{n}$. A continuously

[^38]differentiable function $g: D \rightarrow \mathbb{R}^{n}$ is conformal in $D$ if there is a continuous function $\lambda: D \rightarrow \mathbb{R}^{\times}=\mathbb{R} \backslash\{0\}$ such that
$$
\left\langle f^{\prime}(\mathbf{x}) \mathbf{a}, f^{\prime}(\mathbf{x}) \mathbf{b}\right\rangle=\langle\mathbf{a} \lambda(\mathbf{x}), \mathbf{b} \lambda(\mathbf{x})\rangle
$$
for all $\mathbf{x} \in D$ and $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{n}$. In higher-dimensional Euclidean spaces $\mathbb{R}^{n}$, $n \geq 3$, the only conformal mappings [sending a region in $\mathbb{R}^{n}$ into $\mathbb{R}^{n}$ ] are restrictions of Möbius transformations of $\mathbb{R}^{n} \cup\{\infty\} .^{3}$ The case $n=3$ was proved by Liouville 1850. The analogous statement for indefinite quadratic spaces is also true by a theorem of Haantjes 1937.
19.1 Quaternion representation of conformal transformations of $\mathbb{R}^{4}$

Conformal transformations of $\mathbb{R}^{4}$ can be represented by quaternion computation:

$$
\mathbb{R}^{4}=\mathbb{H} \rightarrow \mathbb{H}, q \rightarrow(a q+b)(c q+d)^{-1}, \quad a, b, c, d \in \mathbb{H}
$$

In order to exclude constant functions we require the matrix

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)
$$

to be invertible, that is, $|a|^{2}|d|^{2}+|b|^{2}|c|^{2}-2 \operatorname{Re}(a \bar{c} d \bar{b}) \neq 0$. This matrix representation renders composition of non-linear conformal transformations into multiplication of matrices.

### 19.2 Möbius transformations of $\mathbb{R}^{n}$

Möbius transformations might be sense-preserving with $\operatorname{det} f^{\prime}(\mathbf{x})>0$ or sensereversing with $\operatorname{det} f^{\prime}(\mathbf{x})<0$. The Möbius transformations form a group, the full Möbius group, which has two components, the identity component being the sense-preserving Möbius group. The full Möbius group of $\mathbb{R}^{n}$ is generated by translations, reflections and the inversion

$$
\mathbf{x} \rightarrow \mathbf{x}^{-1}=\frac{\mathbf{x}}{\mathbf{x}^{2}}
$$

or equivalently, by reflections in affine hyperplanes and inversions in spheres (not necessarily centered at the origin). The sense-preserving Möbius group is generated by the following four types of transformations:

[^39]| rotations | $a \mathbf{x} a^{-1}$ | $a \in \mathbf{S p i n}(n)$ |
| :--- | :--- | :--- |
| translations | $\mathbf{x}+\mathbf{b}$ | $\mathbf{b} \in \mathbb{R}^{n}$ |
| dilations | $\mathbf{x} \delta$ | $\delta>0$ |
| transversions | $\frac{\mathbf{x}+\mathbf{x}^{2} \mathbf{c}}{1+2 \mathbf{x} \cdot \mathbf{c}+\mathbf{x}^{2} \mathbf{c}^{2}}$ | $\mathbf{c} \in \mathbb{R}^{n}$. |

Rewriting the transversion into the form $\left(\mathbf{x}^{-1}+\mathbf{c}\right)^{-1}$, one sees that it is a composition of the inversion, a translation and the inversion. Using the multiplicative notation of the Clifford algebra $\mathcal{C} \ell_{n}$, the transversion can further be written in the form

$$
\mathbf{x} \rightarrow \mathbf{x}(\mathbf{c x}+1)^{-1}
$$

This might suggest the following: Let $a, b, c, d$ be in $\mathcal{C} \ell_{n}$. If $(a \mathbf{x}+\mathbf{x})(c \mathbf{x}+d)^{-1}$ is in $\mathbb{R}^{n}$ for almost all $\mathbf{x} \in \mathbb{R}^{n}$ and if the range of

$$
g(\mathbf{x})=(a \mathbf{x}+b)(c \mathbf{x}+d)^{-1}
$$

is dense in $\mathbb{R}^{n}$, then $g$ is a Möbius transformation of $\mathbb{R}^{n}$. Although this is true, the group so obtained is too large to be a practical covering group of the full Möbius group. ${ }^{4}$ Therefore, we introduce:
Definition (Maass 1949, Ahlfors 1984). ${ }^{5}$ The matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \operatorname{Mat}\left(2, \mathcal{C} \ell_{n}\right)$ fulfilling the conditions
(i) $a, b, c, d \in \Gamma_{n} \cup\{0\}$
(ii) $a \tilde{b}, \tilde{b} d, d \tilde{c}, \tilde{c} a \in \mathbb{R}^{n}$
(iii) $a \tilde{d}-b \tilde{c} \in \mathbb{R} \backslash\{0\}$
is called a Vahlen matrix of the Möbius transformation $g$ of $\mathbb{R}^{n}$ given by $g(\mathbf{x})=(a \mathbf{x}+b)(c \mathbf{x}+d)^{-1}$.
By condition (i) the diagonal entries of a Vahlen matrix are either even or odd. Conditions (i) and (ii) imply that if the diagonal entries are even then the off-diagonal entries must be odd, and if the diagonal entries are odd then
4 This group is the Vahlen group multiplied by the group generated by invertible matrices of the form

$$
\left(\begin{array}{cc}
\alpha+\beta \mathbf{e}_{12 \ldots n} & 0 \\
0 & \alpha-\beta \hat{\mathbf{e}}_{12 \ldots n}
\end{array}\right), \quad \alpha, \beta \in \mathbb{R}
$$

5 Vahlen 1902 originally wrote the second condition in the form

$$
\text { (ii) } \bar{a} b, b \bar{d}, \bar{d} c, c \bar{a} \in \mathbb{R}^{n} \text {, }
$$

which gives an equivalent characterization of the Vahlen group.
the off-diagonal entries must be even. Condition (iii) tells us that the pseudodeterminant $a \tilde{d}-b \tilde{c}$ is real and non-zero, in particular, that the Vahlen matrix is invertible.

The Vahlen matrices form a group under matrix multiplication, the Vahlen group. The Vahlen group has a normalized subgroup where condition (iii) is replaced by
(iii') $a \tilde{d}-b \tilde{c}= \pm 1$.
The normalized Vahlen group is a four-fold, or rather double two-fold, covering group of the full Möbius group of $\mathbb{R}^{n}$; the identity Möbius transformation is represented by the following four matrices:

$$
\pm\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad \pm\left(\begin{array}{cc}
\mathbf{e}_{12 \ldots n} & 0 \\
0 & -\hat{\mathbf{e}}_{12 \ldots n}
\end{array}\right) .
$$

The sense-preserving Möbius group has a non-trivial two-fold covering group formed by normalized Vahlen matrices with even diagonal (and odd off-diagonal) and pseudo-determinant equal to 1 . The full Möbius group has a non-trivial two-fold covering group with two components, the non-identity component consisting of normalized Vahlen matrices with odd diagonal (and even off-diagonal) and pseudo-determinant equal to -1 .

### 19.3 Opposite of a Euclidean space

Consider the ( $n-1$ )-dimensional real quadratic space $\mathbb{R}^{0, n-1}$ having a negative definite quadratic form

$$
\mathbf{x} \rightarrow \mathbf{x}^{2}=-x_{1}^{2}-\ldots-x_{n-1}^{2}
$$

The sums of scalars and vectors are called paravectors. Paravectors span the linear space $\mathbb{R} \oplus \mathbb{R}^{0, n-1}$, which we denote by

$$
\$ R^{n}=\mathbb{R} \oplus \mathbb{R}^{0, n-1}
$$

The linear space of paravectors, $\$ R^{n}$, can be made isometric to the Euclidean space $\mathbb{R}^{n}$ by introducing for $x=x_{0}+\mathbf{x} \in \mathbb{R} \oplus \mathbb{R}^{0, n-1}$, where $x_{0} \in \mathbb{R}$ and $\mathbf{x} \in \mathbb{R}^{0, n-1}$, a quadratic form

$$
x=x_{0}+\mathbf{x} \rightarrow x \bar{x}=x_{0}^{2}-\mathbf{x}^{2}=x_{0}^{2}+x_{1}^{2}+\ldots+x_{n-1}^{2}
$$

As an extension of the Lipschitz group Porteous 1969 pp. 254-259 introduced the group of products of invertible paravectors, defined equivalently by

$$
\$ \Gamma_{n}=\left\{s \in \mathcal{C} \ell_{0, n-1} \mid \forall x \in \$ R^{n}, s x \hat{s}^{-1} \in \$ R^{n}\right\}
$$

For a non-zero paravector $a \in \mathscr{S} R^{n}$ the mapping $x \rightarrow a x \bar{a}^{-1}$ is a rotation of
$\$ R^{n}$. Thus, we have a group isomorphism $\$ \Gamma_{n} \simeq \Gamma_{n}^{+}$. Note that $\Gamma_{0, n-1} \subset \$ \Gamma_{n}$ and $\Gamma_{0, n-1}^{ \pm}=\$ \Gamma_{n}^{ \pm}$.

Vahlen originally considered the sense-preserving Möbius group of the paravector space $\$ R^{n}$.
Definition (Vahlen 1902). ${ }^{6}$ The matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \operatorname{Mat}\left(2, \mathcal{C} \ell_{0, n-1}\right)$ fulfilling the conditions
(i) $a, b, c, d \in \$ \Gamma_{n} \cup\{0\}$
(ii) $\bar{a} b, b \bar{d}, \bar{d} c, c \bar{a} \in \$ R^{n}$
(iii) $a \tilde{d}-b \tilde{c}=1$
is a Vahlen matrix, with pseudo-determinant or norm 1, of the sense-preserving Möbius transformation $g$ of $\$ R^{n}$ given by $g(x)=(a x+b)(c x+d)^{-1}$.
These Vahlen matrices with norm 1 form a group, which is a non-trivial twofold cover of the sense-preserving Möbius group of $\$ R^{n}$.

### 19.4 Indefinite quadratic spaces

The full Möbius group of $\mathbb{R}^{p, q}$ contains two components (if either $p$ or $q$ is even) or four components (if both $p$ and $q$ are odd).

The identity component of the Möbius group of $\mathbb{R}^{p, q}$ is generated by rotations, translations, dilations and transversions which are represented, respectively, as follows:

$$
\begin{array}{lll}
a \mathbf{x} a^{-1} & a \in \operatorname{Spin}_{+}(p, q) & \left(\begin{array}{cc}
a & 0 \\
0 & a
\end{array}\right) \\
\mathbf{x}+\mathbf{b} & \mathbf{b} \in \mathbb{R}^{p, q} & \left(\begin{array}{cc}
1 & \mathbf{b} \\
0 & 1
\end{array}\right) \\
\mathbf{x} \delta & \delta>0 & \left(\begin{array}{cc}
\sqrt{\delta} & 0 \\
0 & 1 / \sqrt{\delta}
\end{array}\right) \\
\frac{\mathbf{x}+\mathbf{x}^{2} \mathbf{c}}{1+2 \mathbf{x} \cdot \mathbf{c}+\mathbf{x}^{2} \mathbf{c}^{2}} & \mathbf{c} \in \mathbb{R}^{p, q} & \left(\begin{array}{cc}
1 & 0 \\
\mathbf{c} & 1
\end{array}\right) .
\end{array}
$$

On the right we have the Vahlen matrices of the respective Möbius transformations.

[^40]$$
\text { (ii) } a \tilde{b}, \tilde{b} d, d \tilde{c}, \tilde{c} a \in \$ R^{n} \text {. }
$$

Theorem (J. Maks 1989). Consider four Vahlen matrices which represent a rotation, a translation, a dilation and a transversion. A product of these four matrices, in any order, always has an invertible entry in its diagonal (there are $4!=24$ such products).
Proof. To complete the proof of the fact that a product of a rotation, a translation, a dilation and a transversion, in any order, is such that its Vahlen matrix always has an invertible entry in its diagonal, one can (or rather must) check the claim for all the 24 orderings. For instance, in the product

$$
\begin{gathered}
\left(\begin{array}{ll}
a & 0 \\
0 & a
\end{array}\right)\left(\begin{array}{ll}
1 & \mathbf{b} \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
\sqrt{\delta} & 0 \\
0 & 1 / \sqrt{\delta}
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
\mathbf{c} & 1
\end{array}\right) \\
=\left(\begin{array}{cc}
a \sqrt{\delta}+a \mathbf{b} \mathbf{c} / \sqrt{\delta} & a \mathbf{b} / \sqrt{\delta} \\
a \mathbf{c} / \sqrt{\delta} & a / \sqrt{\delta}
\end{array}\right)
\end{gathered}
$$

the lower right-hand diagonal element $a / \sqrt{\delta}$ is invertible. We leave the verification of the remaining 23 orderings to the reader.

Counter-example (Maks 1989). In the general case ( $p \neq 0, q \neq 0$ ) J. Maks 1989 p. 41 gave an example of a Vahlen matrix where none of the entries is invertible (and all are non-zero).

Consider the Minkowski space-time $\mathbb{R}^{3,1}$ and its Clifford algebra $\mathcal{C} \ell_{3,1} \simeq$ $\operatorname{Mat}(4, \mathbb{R})$ generated by $\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}, \mathbf{e}_{4}$ satisfying $\mathbf{e}_{1}^{2}=\mathbf{e}_{2}^{2}=\mathbf{e}_{3}^{2}=1, \mathbf{e}_{4}^{2}=-1$. Take a Vahlen matrix

$$
M=\frac{1}{2}\left(\begin{array}{cc}
1+\mathbf{e}_{14} & \mathbf{e}_{1}+\mathbf{e}_{4} \\
-\mathbf{e}_{1}+\mathbf{e}_{4} & 1-\mathbf{e}_{14}
\end{array}\right) .
$$

By the theorem of Maks the matrix $M$ cannot be a product of just one rotation, one translation, one dilation and one transversion (in any order). However, the matrix $M$ is in the identity component of the normalized Vahlen group, the four-fold covering group of the Möbius group of the Minkowski space-time. This can be concluded while $M$ has pseudo-determinant equal to 1 and even diagonal. This can also be deduced by factoring $M$ into a product of a transversion, a translation and a transversion as follows:

$$
M=\left(\begin{array}{cc}
1 & 0 \\
\frac{1}{2}\left(-\mathbf{e}_{1}+\mathbf{e}_{4}\right) & 1
\end{array}\right)\left(\begin{array}{cc}
1 & \frac{1}{2}\left(\mathbf{e}_{1}+\mathbf{e}_{4}\right) \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
\frac{1}{2}\left(-\mathbf{e}_{1}+\mathbf{e}_{4}\right) & 1
\end{array}\right) .
$$

Topologically, we can see this by connecting $M$ to the identity matrix by the following path (here $\beta$ grows from 0 to $\pi / 4$ ):

$$
M=M_{\pi / 4}, \quad M_{\beta}=\exp \left\{\beta\left(\begin{array}{cc}
0 & \mathbf{e}_{1}+\mathbf{e}_{4} \\
-\mathbf{e}_{1}+\mathbf{e}_{4} & 0
\end{array}\right)\right\} .
$$

Maks' counter-example proves that condition (i) has to be modified in the
definition of a Vahlen matrix.
Recall that the Lipschitz group $\Gamma_{p, q}$ consists of products of non-isotropic vectors of $\mathbb{R}^{p, q}$. In the sequel we need the set $\Pi_{p, q}$ of products of vectors, possibly isotropic, of $\mathbb{R}^{p, q}$. The set $\Pi_{p, q}$ is the closure of $\Gamma_{p, q}{ }^{7}$
Definition (Fillmore \& Springer 1990). The matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \operatorname{Mat}\left(2, \mathcal{C} \ell_{p, q}\right)$ fulfilling the conditions
(i) $a, b, c, d \in \Pi_{p, q}$
(ii) $\bar{a} b, b \bar{d}, \bar{d} c, c \bar{a} \in \mathbb{R}^{p, q}$
(iii) $a \tilde{d}-b \tilde{c} \in \mathbb{R} \backslash\{0\}$
is a Vahlen matrix of the Möbius transformation $g$ of $\mathbb{R}^{p, q}$ given by $g(\mathbf{x})=$ $(a \mathbf{x}+b)(c \mathbf{x}+d)^{-1}$.
The Vahlen matrices form a group under matrix multiplication, the Vahlen group. The normalized Vahlen matrices, with pseudo-determinant satisfying $a \tilde{d}-b \tilde{c}= \pm 1$, form a four-fold, possibly trivial, covering group of the full Möbius group of $\mathbb{R}^{p, q}$. When both $p$ and $q$ are odd, the normalized Vahlen group is a non-trivial four-fold covering group of the full Möbius group of $\mathbb{R}^{p, q}$. When either $p$ or $q$ is even, we may find a non-trivial two-fold covering group of the full Möbius group of $\mathbb{R}^{p, q}$. It consists of the identity component of the normalized Vahlen group, that is, normalized Vahlen matrices with even diagonal and pseudo-determinant equal to 1 , and another component not containing the (non-trivial) pre-images of the identity:

$$
\pm\left(\begin{array}{cc}
\mathbf{e}_{12 \ldots n} & 0 \\
0 & -\hat{\mathbf{e}}_{12 \ldots n}
\end{array}\right) .
$$

The identity component of the normalized Vahlen group is a two-fold (either $p$ or $q$ is even) or four-fold (both $p$ and $q$ are odd) covering group of the sense-preserving Möbius group.

Conditions (i), (iii) and $\bar{a} b, b \bar{d}, \bar{d} c, c \bar{a} \in \mathbb{R}^{p, q}$ imply $a \tilde{b}, \tilde{b} d, d \tilde{c}, \tilde{c} a \in \mathbb{R}^{p, q}$. In contrast to the Euclidean case, conditions (i), (iii) and $a \tilde{b}, \tilde{b} d, d \tilde{c}, \tilde{c} a \in \mathbb{R}^{p, q}$ do not imply $\bar{a} b, b \bar{d}, \bar{d} c, c \bar{a} \in \mathbb{R}^{p, q}$.
Counter-example (Cnops 1996). Consider the Minkowski space-time $\mathbb{R}^{3,1}$ and its Clifford algebra $\mathcal{C} \ell_{3,1} \simeq \operatorname{Mat}(4, \mathbb{R})$ generated by $\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}, \mathbf{e}_{4}$ satisfying $\mathbf{e}_{1}^{2}=\mathbf{e}_{2}^{2}=\mathbf{e}_{3}^{2}=1, \mathbf{e}_{4}^{2}=-1$. The Vahlen matrix

$$
C=\frac{1}{2}\left(\begin{array}{cc}
1+\mathbf{e}_{14} & \left(\mathbf{e}_{1}+\mathbf{e}_{4}\right) \mathbf{e}_{23} \\
\left(-\mathbf{e}_{1}+\mathbf{e}_{4}\right) \mathbf{e}_{23} & 1-\mathbf{e}_{14}
\end{array}\right)
$$

7 The set $\Pi_{p, q} \subset \mathcal{C} \ell_{p, q} \simeq \bigwedge \mathbb{R}^{n}$, considered as a subset of the exterior algebra $\wedge \mathbb{R}^{n}$, is independent of $p, q$ for a fixed $n=p+q$.
satisfies $a, b, c, d \in \Pi_{3,1}, a \tilde{d}-b \tilde{c}=1$ and $a \tilde{b}, \tilde{b} d, d \tilde{c}, \tilde{c} a=0 \in \mathbb{R}^{3,1}$, but even then $\bar{a} b, b \bar{d}, \bar{d} c, c \bar{a} \notin \mathbb{R}^{3,1}$. The mapping $g_{C}(\mathbf{x})=(a \mathbf{x}+b)(c \mathbf{x}+d)^{-1}$ is conformal. If the matrix $C$ is multiplied on either side by

$$
D=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1+\mathbf{e}_{1234} & 0 \\
0 & 1-\mathbf{e}_{1234}
\end{array}\right)
$$

then $B=C D=D C$ is such that $g_{B}(\mathbf{x})=g_{C}(\mathbf{x})$ for almost all $\mathbf{x} \in \mathbb{R}^{3,1}$. Furthermore, $B$ does satisfy $\bar{a} b, b \bar{d}, \bar{d} c, c \bar{a} \in \mathbb{R}^{3,1}$.

The matrices satisfying $a, b, c, d \in \boldsymbol{\Pi}_{3,1}, a \tilde{d}-b \tilde{c}=1$ and $a \tilde{b}, \tilde{b} d, d \tilde{c}, \tilde{c} a \in \mathbb{R}^{3,1}$ do not form a group, but only a set which is not closed under multiplication. This set generates a group which is the Vahlen group with norm 1 multiplied by the group consisting of the matrices

$$
\left(\begin{array}{cc}
\cos \varphi+\mathbf{e}_{1234} \sin \varphi & 0 \\
0 & \cos \varphi-\mathbf{e}_{1234} \sin \varphi
\end{array}\right) .
$$

All these matrices are pre-images of the identity Möbius transformation.

### 19.5 Indefinite paravectors

Let $\$ \Pi_{q+1, p}$ be the set of products of paravectors in $\$ R^{q+1, p}=\mathbb{R} \oplus \mathbb{R}^{p, q}$. Definition. The matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \operatorname{Mat}\left(2, \mathcal{C} \ell_{p, q}\right)$ fulfilling the conditions
(i) $a, b, c, d \in \$ \Pi_{q+1, p}$
(ii) $\bar{a} b, b \bar{d}, \bar{d} c, c \bar{a} \in \$ R^{q+1, p}$
(iii) $a \tilde{d}-b \tilde{c}=1$
is a Vahlen matrix with norm 1 of the sense-preserving Möbius transformation $g$ of $\$ R^{q+1, p}$ given by $g(x)=(a x+b)(c x+d)^{-1}$.
The Vahlen matrices with norm 1 form a two-fold or four-fold covering group of the sense-preserving Möbius group of $\$ R^{q+1, p}$. Conditions (i), (ii), (iii) imply $a \tilde{b}, \tilde{b} d, d \tilde{c}, \tilde{c} a \in \$ R^{q+1, p}$ [although (i), (iii) and $a \tilde{b}, \tilde{b} d, d \tilde{c}, \tilde{c} a \in \$ R^{q+1, p}$ do not imply $\left.\bar{a} b, b \bar{d}, \bar{d} c, c \bar{a} \in \$ R^{q+1, p}\right]$.

### 19.6 The derivative of a Möbius transformation

The difference of the Möbius transformations of $x, y$ in $\$ R^{q+1, p}$ is given by

$$
g(x)-g(y)=(c y+d)^{\sim-1}(x-y)(c x+d)^{-1} .
$$

Letting $x$ approach $y$ we may compute the derivative of a Möbius transformation. Denoting $z=c x+d$ and using $N(z)=z \bar{z} \in \mathbb{R}$, we see that in the case $N(z) \neq 0$ the derivative of $x \rightarrow g(x)$ is the composition of the rotation

$$
x \rightarrow \hat{z} x z^{-1}
$$

and the dilation

$$
x \rightarrow \frac{x}{N(z)}
$$

### 19.7 The Lie algebra of the Vahlen group

If the matrix $\left(\begin{array}{ll}A & B \\ C & D\end{array}\right) \in \operatorname{Mat}\left(2, \mathcal{C} \ell_{n}\right)$ is in the Lie algebra of the Vahlen group of $\mathbb{R}^{n}$, then $A \mathbf{x}+B-\mathbf{x} C \mathbf{x}-\mathbf{x} D \in \mathbb{R}^{n}$ for all $\mathbf{x} \in \mathbb{R}^{n}$. It follows that $B, C \in \mathbb{R}^{n}$ and $A, D \in \mathbb{R} \oplus \bigwedge^{2} \mathbb{R}^{2} \oplus \bigwedge^{n} \mathbb{R}^{n}$ so that $\langle A\rangle_{2}=\langle D\rangle_{2}$ and $\langle A\rangle_{n}= \pm\langle D\rangle_{n}$. Actually, for the Lie algebra of the Vahlen group $\langle A\rangle_{n},\langle D\rangle_{n}$ vanish and for the Lie algebra of the normalized Vahlen group $\langle A\rangle_{0}=-\langle D\rangle_{0}$. In fact, matrices in the Lie algebra of the normalized Vahlen group can be characterized by
(i) $A, D \in \mathbb{R} \oplus \Lambda^{2} \mathbb{R}^{n}$
(ii) $B, C \in \mathbb{R}^{n}$
(iii) $A+\tilde{D}=0$.

The Lie algebra is spanned by the matrices

$$
\begin{aligned}
& L_{\mu \nu}=\left(\begin{array}{cc}
-\frac{1}{2} \mathbf{e}_{\mu \nu} & 0 \\
0 & -\frac{1}{2} \mathbf{e}_{\mu \nu}
\end{array}\right), \quad P_{\mu}=\left(\begin{array}{cc}
0 & \mathbf{e}_{\mu} \\
0 & 0
\end{array}\right), \\
& D=\left(\begin{array}{cc}
\frac{1}{2} & 0 \\
0 & \frac{1}{2}
\end{array}\right), \quad K_{\mu}=\left(\begin{array}{cc}
0 & 0 \\
\mathbf{e}_{\mu} & 0
\end{array}\right) .
\end{aligned}
$$

These matrices represent rotations, translations, dilations and transversions.

### 19.8 Compactification and the isotropic cone at infinity

The set of Möbius mappings on $\mathbb{R}^{p, q}$ can be used to compactify $\mathbb{R}^{p, q}$. The compactification is homeomorphic to

$$
\frac{S^{p} \times S^{q}}{\mathbb{Z}_{2}}
$$

In particular, the compactification of a Euclidean space $\mathbb{R}^{n}$ is the sphere $S^{n}$, and the compactification of the hyperbolic plane $\mathbb{R}^{1,1}$ is the torus $S^{1} \times S^{1}$. The conformal compactification adjoins an isotropic cone at infinity to the quadratic space.

## Questions

1. Is an element in the identity component of the conformal group necessarily a product of a rotation, a translation, a dilation and a transversion?
2. The group $S U(2,2)$ is a covering group of the identity component of the conformal group of $\mathbb{R}^{1,3}$. Is it a two-fold or a four-fold covering group?

## Answers

1. No, as the counter-example of Maks shows.
2. As the identity component of the normalized Vahlen group it is a four-fold covering group.

## Exercises

1. The counter-example $M$ of Maks can be factored into a product of two 'diversions':

$$
M=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & \mathbf{e}_{1} \\
-\mathbf{e}_{1} & 1
\end{array}\right) \frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & \mathbf{e}_{4} \\
\mathbf{e}_{4} & 1
\end{array}\right) .
$$

Show that a 'diversion' is a product of just one transversion, one dilation, one translation and one rotation.
2. Show that in the case of a Euclidean space $\mathbb{R}^{n}$ the conditions $a \tilde{b}, \tilde{b} d, d \tilde{c}, \tilde{c} a \in \mathbb{R}^{n}$ and $\bar{a} b, b \bar{d}, \bar{d} c, c \bar{a} \in \mathbb{R}^{n}$ are equivalent.
3. Show that the conformal compactification of the Minkowksi space $\mathbb{R}^{1,3}$ is homeomorphic to $U(2)$.

## Solutions

1. The first factor is a product of just one transversion, one dilation and one translation as follows:

$$
\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & \mathbf{e}_{1} \\
-\mathbf{e}_{1} & 1
\end{array}\right)=\left(\begin{array}{cc}
1 & 0 \\
-\mathbf{e}_{1} & 1
\end{array}\right)\left(\begin{array}{cc}
1 / \sqrt{2} & 0 \\
0 & \sqrt{2}
\end{array}\right)\left(\begin{array}{cc}
1 & \mathbf{e}_{1} \\
0 & 1
\end{array}\right) .
$$

One can insert the identity rotation as the last factor.
2. For $a \in \boldsymbol{\Gamma}_{n}, \bar{a}=\tilde{a}$. If $\tilde{a} b \in \mathbb{R}^{n}$, then we have two cases to consider: either $a$ is zero, and so $a \tilde{b}$ is a vector, or $a$ is in the Lipschitz group $\Gamma_{n}$, but then $a(\tilde{a} b) \tilde{a}$ is a vector and $a \tilde{a} \in \mathbb{R} \backslash\{0\}$, and so $b \tilde{a}$ is a vector, which implies $\tilde{a} b=(b \tilde{a})^{\sim} \in \mathbb{R}^{n}$.
3. This follows as a special case from the matrix isomorphism

$$
U(n) \simeq \frac{S U(n) \times U(1)}{\mathbb{Z}_{n}}
$$
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## 20

## Hypercomplex Analysis

Complex analysis has applications in the theory of heat, fluid dynamics and electrostatics. Such versatility gives occasion to explore whether function theory of complex variables can be generalized from the plane to higher dimensions. Are there hypercomplex number systems which could provide a higherdimensional analog for complex analytic functions?

Function theory can be generalized to higher dimensions in several different ways, for instance, to quasiconformal mappings, several complex variables or to hypercomplex analysis. Clearly, these generalizations cannot maintain all the features of complex analysis.

In the theory of quasiconformal mappings one retains some geometric features, related to similar appearance of images, and renounces some algebraic features, like multiplication of complex numbers. In the theory of quasiconformal mappings one does not multiply vectors in $\mathbb{R}^{n}$.

The starting point of hypercomplex analysis is the introduction of a suitable multiplication of vectors in $\mathbb{R}^{n}$. In contrast to the theory of several complex variables, which commute, hypercomplex analysis is a one-variable theory - the argument being in higher dimensions, where orthogonal vectors anticommute.

### 20.1 Formulation of complex analysis in $\mathcal{C} \ell_{2}$

For a complex valued function $u+i v=f(x+i y)$ of the complex variable $x+i y$ the Cauchy-Riemann equations are

$$
\frac{\partial u}{\partial x}=\frac{\partial v}{\partial y}, \quad \frac{\partial u}{\partial y}=-\frac{\partial v}{\partial x}
$$

The second equation tells us that the vector $(u,-v)$ is the gradient of a function $\phi: \mathbb{R}^{2} \rightarrow \mathbb{R}$ :

$$
\begin{equation*}
u=\frac{\partial \phi}{\partial x}, \quad-v=\frac{\partial \phi}{\partial y} . \tag{1}
\end{equation*}
$$

Using the first relation of the Cauchy-Riemann equations we obtain

$$
\frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial^{2} \phi}{\partial y^{2}}=\frac{\partial u}{\partial x}-\frac{\partial v}{\partial y}=0
$$

that is, $\phi$ is a harmonic function, $\nabla^{2} \phi=0$. Conversely, if $\phi$ is harmonic, then $u$ and $v$ defined by the relation (1) satisfy the Cauchy-Riemann equations.

The Cauchy-Riemann equations can be condensed into a single equation as follows:

$$
\left(\frac{\partial}{\partial x}+i \frac{\partial}{\partial y}\right)(u+i v)=0
$$

Recall that $i=\mathbf{e}_{1} \mathbf{e}_{2}$ and multiply this equation on the left and on the right by $\mathrm{e}_{1}$, then use associativity and anticommutativity to get

$$
\left(\mathrm{e}_{1} \frac{\partial}{\partial x}+\mathbf{e}_{2} \frac{\partial}{\partial y}\right)\left(\mathrm{e}_{1} u-\mathbf{e}_{2} v\right)=0
$$

As we know, this relation holds if and only if the vector $(u,-v)$ is the gradient of a harmonic function. It follows that

$$
\begin{equation*}
\left(\mathbf{e}_{1} \frac{\partial}{\partial x}+\mathbf{e}_{2} \frac{\partial}{\partial y}\right)\left(\mathbf{e}_{1} u+\mathbf{e}_{2} v\right)=0 \tag{2}
\end{equation*}
$$

if and only if $(u, v)$ is the gradient of a harmonic function.
There are three possible ways to formulate the Cauchy-Riemann equations employing the Clifford algebra $\mathcal{C} \ell_{2}$ (these possibilities will be generalized to higher dimensions in three different ways).

1) Firstly, we may consider the Cauchy-Riemann equations to be a condition on vector fields, sending a vector $x \mathrm{e}_{1}+y \mathrm{e}_{2}$ in $\mathbb{R}^{2}$ to a vector $u \mathrm{e}_{1}+v \mathrm{e}_{2}$ in $\mathbb{R}^{2}$. The above condition (2),

$$
\begin{equation*}
\left(\mathbf{e}_{1} \frac{\partial}{\partial x}+\mathbf{e}_{2} \frac{\partial}{\partial y}\right)\left(u \mathbf{e}_{1}+v \mathbf{e}_{2}\right)=0 \tag{i}
\end{equation*}
$$

gives us Cauchy-Riemann equations up to sign and results in those conformal maps which reverse the orientation of $\mathbb{R}^{2}$. In higher dimensions this alternative means the study of those vector fields, that is, mappings from $\mathbb{R}^{n}$ to $\mathbb{R}^{n}$, which are gradients of harmonic functions, mappings from $\mathbb{R}^{n}$ to $\mathbb{R}$.
2) Secondly, we may reformulate the Cauchy-Riemann equations as a condition
on the even fields sending a vector $x \mathrm{e}_{1}+y \mathrm{e}_{2}$ in $\mathbb{R}^{2}$ to an even element in $\mathcal{C} \ell_{2}^{+}=\left\{u+v \mathbf{e}_{1} \mathrm{e}_{2} \mid u, v \in \mathbb{R}\right\} \simeq \mathbb{C}$ of the Clifford algebra $\mathcal{C} \ell_{2}$. The condition

$$
\begin{equation*}
\left(\mathbf{e}_{1} \frac{\partial}{\partial x}+\mathbf{e}_{2} \frac{\partial}{\partial y}\right)\left(u+v \mathbf{e}_{12}\right)=0 \tag{ii}
\end{equation*}
$$

gives us the Cauchy-Riemann equations. This alternative has non-trivial generalizations in higher dimensions sending the vector space $\mathbb{R}^{n}$ to the even subalgebra $\mathcal{C} \ell_{n}^{+}$of the Clifford algebra $\mathcal{C} \ell_{n}$.
3) Thirdly, we may focus our attention on spinor fields sending the vector plane $\mathbb{R}^{2}$ to a minimal left ideal of $\mathcal{C} \ell_{2}$. Before studying this alternative closer, let us recall that the Clifford algebra $\mathcal{C} \ell_{2}$ is isomorphic to the matrix algebra of real $2 \times 2$-matrices $\operatorname{Mat}(2, \mathbb{R})$. The isomorphism is seen by the correspondences

$$
\begin{aligned}
& 1 \simeq\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \\
& \mathbf{e}_{1} \simeq\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad \mathbf{e}_{2} \simeq\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) \\
& \mathbf{e}_{12} \simeq\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) .
\end{aligned}
$$

In this case one sends a vector $x \mathbf{e}_{1}+y \mathbf{e}_{2}$ in $\mathbb{R}^{2}$ to a spinor

$$
u f_{1}+v f_{2} \simeq\left(\begin{array}{ll}
u & 0 \\
v & 0
\end{array}\right)
$$

where

$$
f_{1}=\frac{1}{2}\left(1+\mathrm{e}_{1}\right) \simeq\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \quad \text { and } \quad f_{2}=\frac{1}{2}\left(\mathrm{e}_{2}-\mathrm{e}_{12}\right) \simeq\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right) .
$$

Here $f_{1}^{2}=f_{1}$, so $f_{1}$ is an idempotent, and the spinor space $S=\mathcal{C} \ell_{2} f_{1}=\left\{a f_{1} \mid\right.$ $\left.a \in \mathcal{C} \ell_{2}\right\}$ is a left ideal of $\mathcal{C} \ell_{2}$, for which $a \psi \in S$ for all $a \in \mathcal{C} \ell_{2}$ and $\psi \in S$. Since

$$
\begin{array}{ll}
\mathbf{e}_{1} f_{1}=f_{1}, & \mathbf{e}_{1} f_{2}=-f_{2} \\
\mathbf{e}_{2} f_{1}=f_{2}, & \mathbf{e}_{2} f_{2}=f_{1}
\end{array}
$$

one verifies that

$$
\begin{equation*}
\left(\mathrm{e}_{1} \frac{\partial}{\partial x}+\mathrm{e}_{2} \frac{\partial}{\partial y}\right)\left(u f_{1}+v f_{2}\right)=0 \tag{iii}
\end{equation*}
$$

is equivalent to $(i)$.
To summarize, there are three alternatives for the 2-dimensional target:
(i) the Euclidean vector space itself $\mathbb{R}^{2}$,
(ii) the even subalgebra $\mathcal{C} \ell_{2}^{+}$of the Clifford algebra $\mathcal{C} \ell_{2}$,
(iii) the spinor space $S=\mathcal{C} \ell_{2} f_{1}$.

In the next section, we will generalize, as a preliminary construction, the first alternative to higher dimensions.

### 20.2 Vector fields

The Dirac operator. It is possible to extract a certain kind of square root of the $n$-dimensional Laplace-operator

$$
\nabla^{2}=\frac{\partial^{2}}{\partial x_{1}^{2}}+\frac{\partial^{2}}{\partial x_{2}^{2}}+\cdots+\frac{\partial^{2}}{\partial x_{n}^{2}}
$$

and consider instead a first-order differential operator

$$
\nabla=\mathbf{e}_{1} \frac{\partial}{\partial x_{1}}+\mathbf{e}_{2} \frac{\partial}{\partial x_{2}}+\cdots+\mathbf{e}_{n} \frac{\partial}{\partial x_{n}}
$$

called the Dirac operator. Since the Dirac operator applied twice equals the Laplace operator, the elements $\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}$ are subject to the relations

$$
\begin{array}{ll}
\mathbf{e}_{i}^{2}=1, & i=1,2, \ldots, n \\
\mathbf{e}_{i} \mathbf{e}_{j}=-\mathbf{e}_{j} \mathbf{e}_{i}, & i<j
\end{array}
$$

The linear combinations $\mathbf{x}=x_{1} \mathbf{e}_{1}+x_{2} \mathbf{e}_{2}+\cdots+x_{n} \mathbf{e}_{n}$ can be considered as vectors building up an $n$-dimensional vector space $\mathbb{R}^{n}$ with quadratic form $\mathbf{x}^{2}=x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}$. The above relations generate an associative algebra of dimension $2^{n}$, the Clifford algebra $\mathcal{C} \ell_{n}$ of $\mathbb{R}^{n}$ [or of dimension $\frac{1}{2} 2^{n}$, isomorphic to an ideal $\frac{1}{2}\left(1 \pm \mathbf{e}_{12 \ldots n}\right) \mathcal{C} \ell_{n}$ of $\mathcal{C} \ell_{n}$ ].

Operating on a vector field $\mathbf{f}$ with $\nabla$ gives

$$
\nabla \mathbf{f}=\nabla \cdot \mathbf{f}+\nabla \wedge \mathbf{f}
$$

where $\nabla \cdot \mathbf{f}$ is the divergence of $\mathbf{f}$ and $\nabla \wedge \mathbf{f}$ is the curl, which in this approach is bivector valued.

Sourceless and irrotational vector fields. Consider a steady motion of incompressible fluid in an $n$-dimensional Euclidean space $\mathbb{R}^{n}$. Represent the velocity of the flow by the vector field $\mathbf{f}$. The integral

$$
\Psi=\int_{S} d \mathbf{S} \wedge \mathbf{f}
$$

over an orientable hypersurface $S$, $\operatorname{dim} S=n-1$, is the stream across $S$. We regard $d \mathbf{S}$ as a tangent $(n-1)$-vector measure, rather than the normal vector measure; this makes the stream $n$-vector valued. If a vector field $\mathbf{f}$ is
sourceless, $\nabla \cdot \mathbf{f}=0$, its stream across $S$ depends in a contractible domain only on the boundary $\partial S$ of $S$. In particular, no stream emerges through a closed hypersurface. If $n \geq 2$, a sourceless vector field $\mathbf{f}$ has a bivector valued potential $\mathbf{v}$ such that $\mathbf{f}=\nabla\lrcorner \mathbf{v}$. If $n \geq 3$, the bivector potential can be subjected to a supplementary condition $\nabla \wedge \mathbf{v}=0$, in which case $\mathbf{f}=\nabla \mathbf{v}$.

The circulation of the vector field $\mathbf{f}$ around a closed path $C$ is given by the line integral

$$
\int_{C} d \mathbf{x} \cdot \mathbf{f} .
$$

If a vector field $\mathbf{f}$ is irrotational, $\nabla \wedge \mathbf{f}=0$, the circulation vanishes in a simply connected domain, and the line integral

$$
u(\mathbf{x})=-\int_{\mathbf{x}_{0}}^{\mathbf{x}} \mathbf{f} \cdot d \mathbf{x}
$$

is independent of path. The function $u$ is called the scalar potential of $\mathbf{f}$. The irrotational vector field $\mathbf{f}$ is the gradient of its scalar potential $u, \mathbf{f}=-\nabla u$.

If a vector field $\mathbf{f}$ is sourceless and irrotational, that is $\nabla \cdot \mathbf{f}=0$ and $\nabla \wedge \mathbf{f}=0$, its scalar potential is harmonic, $\nabla^{2} u=0$. A vector field $\mathbf{f}$ is called monogenic, if $\nabla \mathbf{f}=0$. For a monogenic vector field $\nabla \mathbf{f}=\nabla \cdot \mathbf{f}+\nabla \wedge \mathbf{f}=0$, and so it is sourceless and irrotational. A monogenic vector field has a potential which is a sum or complex of the scalar and bivector potentials: $w=u+\mathbf{v}$. The complex of potentials is also monogenic, $\nabla w=0$.

Example. A monogenic vector field $\mathbf{f}$, homogeneous of degree $\ell$, has a scalar potential

$$
u=-\frac{\mathbf{x} \cdot \mathbf{f}}{\ell+1}, \quad \ell \neq-1
$$

and a bivector potential

$$
\mathbf{v}=\frac{\mathbf{x} \wedge \mathbf{f}}{\ell+n-1}, \quad \ell \neq-(n-1)
$$

In the singular case, a monogenic vector field $\mathbf{f}$, homogeneous of degree $\ell=$ $-(n-1)$, might still have a bivector/complex potential. For instance, the Cauchy kernel $\mathbf{q}(\mathbf{x})=\mathbf{x} / r^{n}, r=|\mathbf{x}|$, has a complex potential

$$
\begin{aligned}
& -\log r+\mathbf{i} \theta \text { for } n=2, \\
& \frac{1}{r}\left(1+\mathbf{i} \tan \frac{\theta}{2}\right) \text { for } n=3,
\end{aligned}
$$

where $\theta$ is the angle between $\mathbf{x}$ and a fixed direction $\mathbf{a}$, and $\mathbf{i}$ is the imaginary unit of the plane $\mathbf{x} \wedge \mathbf{a}$, given by $\mathbf{i}=\mathbf{x} \wedge \mathbf{a} /|\mathbf{x} \wedge \mathbf{a}|$.

The plane case. In the plane the stream is a bivector valued line integral. If the plane vector field is sourceless, its stream across any line in a simply connected domain depends only on the two end points of the line. Integrating from a fixed point $\mathbf{x}_{0}$ to a variable point $\mathbf{x}$ the stream becomes a bivector valued function, called the stream function,

$$
\psi=\int_{\mathbf{x}_{0}}^{\mathbf{x}} d \mathbf{x} \wedge \mathbf{f}
$$

which can serve as the bivector potential of $\mathbf{f}=\nabla\lrcorner \psi[\mathbf{v}=\psi]$.
If $\mathbf{f}$ is monogenic, $\nabla \mathbf{f}=0$, then there is an even valued function

$$
w=u+\psi=-\int_{\mathbf{x}_{0}}^{\mathbf{x}} d \mathbf{x} \cdot \mathbf{f}+\int_{\mathbf{x}_{0}}^{\mathbf{x}} d \mathbf{x} \wedge \mathbf{f}=-\int_{\mathbf{x}_{0}}^{\mathbf{x}} \mathbf{f} d \mathbf{x}
$$

which serves as the complex potential of $\mathbf{f}$. This complex potential is also monogenic, $\nabla w=0$. (In higher dimensions there is no correspondence for such line integrals representing complex potentials - unless one is confined to axially symmetric vector fields.)

Even fields. Instead of vector fields, we could instead examine the even fields

$$
\mathbb{R}^{n} \rightarrow \mathcal{C} \ell_{n}^{+}, \quad \mathbf{x} \rightarrow f(\mathbf{x})
$$

Here we replace the target $\mathbb{R}^{n}$ of dimension $n$ by a wider target $\mathcal{C} \ell_{n}^{+}$of dimension $\frac{1}{2} 2^{n}$. The even subalgebra $\mathcal{C} \ell_{n}^{+}$is a direct sum of the $k$-vector spaces $\bigwedge^{k} \mathbb{R}^{n}$ with even $k$. If we require the even functions to be monogenic, $\nabla f(\mathbf{x})=0$, then we have a system of coupled equations:

$$
\left.\left.\nabla \wedge f_{k-2}+\nabla\right\lrcorner f_{k}=0, \quad \nabla \wedge f_{k}+\nabla\right\lrcorner f_{k+2}=0
$$

where $f_{k}$ is the homogeneous part of degree $k$ of $f=f(\mathbf{x})$. These equations are invariant under the rotation group $S O(n)$.

Irreducible fields. Instead of vector fields or even fields, we could examine functions with values in an irreducible representation of $S O(n)$ or $\operatorname{Spin}(n)$. In the Clifford algebra realm this would mean studying $k$-vector fields or spinor fields. Important physical fields fall into this category: the Maxwell equations are of the form $\nabla \wedge \mathbf{F}=0, \nabla\lrcorner \mathbf{F}=\mathbf{J}$, where $\mathbf{F} \in \bigwedge^{2} \mathbb{R}^{3,1}$, and the Dirac field has as its target the spinor space, a minimal left ideal of $\mathbb{C} \otimes \mathcal{C} \ell_{3,1}$. It should be emphasized though that in modern treatment of the Dirac theory the spinor space is replaced by the even subalgebra $\mathcal{C} \ell_{3,1}^{+}$.

### 20.3 Tangential integration

Here we consider integration over surfaces, that is, smooth manifolds embedded in a linear space $\mathbb{R}^{n}$. Our surface $S$ is compact, connected, orientable and contractible. The surface $S$ is $k$-dimensional if there are $k$ linearly independent vectors tangent to $S$ at each point $\mathbf{x}$ of $S$. The tangent vectors span a tangent space $T_{\mathbf{x}}$.

In a Euclidean space $\mathbb{R}^{n}$ the tangent space $T_{\mathbf{x}}$ generates a tangent algebra $\mathcal{C} \ell\left(T_{\mathbf{x}}\right)$ isomorphic to $\mathcal{C} \ell_{k}$. A multivector field on $S$ is a smooth function $f$ : $S \rightarrow \mathcal{C} \ell_{n}$; it is tangential if $f(\mathbf{x}) \in \mathcal{C} \ell\left(T_{\mathbf{x}}\right)$ for each $\mathbf{x} \in S$.

There are exactly two continuous tangential unit $k$-vector fields on an orientable $k$-dimensional surface $S$, each corresponding to one of the two orientations attached to $S$. So tangent to each point $\mathbf{x}$ of an oriented $k$-dimensional surface $S$ there is a unique unit $k$-vector $\tau(\mathbf{x})$ characterizing the orientation of $S$ at $\mathbf{x} \in S$. The value of the map $\tau$ at $\mathbf{x}$ is called the tangent of $S$ at $\mathbf{x}$.

Consider a multivector field $f: S \rightarrow \mathcal{C} \ell_{n}$ on a $k$-dimensional surface $S \subset \mathbb{R}^{n}$, $1 \leq k \leq n$. Define the tangential integral of $f$ over $S$ by

$$
\int_{S} d \mathbf{S} f(\mathbf{x})=\int_{S} \tau(\mathbf{x}) f(\mathbf{x}) d V
$$

where $d V$ is the usual scalar measure of the $k$-dimensional volume element of $S$ and $d \mathbf{S}$ is the $k$-vector valued tangential measure,

$$
d \mathbf{S}=\tau(\mathbf{x}) d V
$$

So the tangential integral of $f(\mathbf{x})$ is equivalent to the usual (Riemann) integral of $\tau(\mathbf{x}) f(\mathbf{x})$ over $S$.

Since multiplication of multivectors is not commutative, the above equation is not the most general form for a tangential integral. The appropriate generalization is the following:

$$
\int_{S} g(\mathbf{x}) d \mathbf{S} f(\mathbf{x})=\int_{S} g(\mathbf{x}) \tau(\mathbf{x}) f(\mathbf{x}) d V
$$

Consider an oriented $k$-dimensional surface $S$ with boundary $\partial S$ of dimension $k-1$. Set at the point $\mathbf{x} \in \partial S$ a tangent $\tau_{\partial S}(\mathbf{x})$ of the boundary $\partial S$ and a tangent $\tau_{S}(\mathbf{x})$ of the surface $S$. Then the expression $\left(\tau_{S}(\mathbf{x})\right)^{-1} \tau_{\partial S}(\mathbf{x})$ is a vector normal to the boundary $\partial S$. There are two alternatives: the normal vector points inwards, in which case it is tangent to the surface $S$, or outwards, in which case it is opposite to the inward tangent of $S$. The orientations of $S$ and $\partial S$ are compatible, when the vector $\left(\tau_{S}(\mathbf{x})\right)^{-1} \tau_{\partial S}(\mathbf{x})$ points outwards. Define
the normal integral of $f$ over the boundary $\partial S$ by

$$
\int_{\partial S} \partial \mathbf{s} f(\mathbf{x})=\int_{\partial S}\left(\tau_{S}(\mathbf{x})\right)^{-1} d \mathbf{s} f(\mathbf{x})
$$

where $d \mathbf{s}$ is the $(k-1)$-vector valued tangential measure on the boundary $\partial S$, and $\partial \mathbf{s}$ is an outward pointing vector normal to $\partial S$,

$$
\partial \mathbf{s}=\left(\tau_{S}(\mathbf{x})\right)^{-1} d \mathbf{s} \quad \text { for } \quad \mathbf{x} \in \partial S
$$

The Dirac operator without coordinates. Take a $k$-dimensional surface $S$ which is contractible to a point $\mathbf{x} \in S$ in such a way that the tangent of $S$ at $\mathbf{x}$ remains a fixed $k$-vector $\tau$. Define a differential operator

$$
\nabla_{\tau} f(\mathbf{x})=\lim _{\mathrm{d}(S) \rightarrow 0} \frac{1}{\operatorname{vol}(S)} \int_{\partial S} \partial \mathbf{s} f(\mathbf{x})
$$

where $\mathrm{d}(S)$ is the diameter of $S$ and $\operatorname{vol}(S)$ is the scalar volume of $S$.
For instance, when $\tau$ is a 1-vector, the partial derivative $\partial_{\tau}$ in the direction of $\tau$ could be expressed as $\partial_{\tau}=\tau \nabla_{\tau}$.

The case when $\tau$ is an oriented volume element is important. The same result is obtained for $+\mathrm{e}_{12 \ldots n}$ and $-\mathrm{e}_{12 \ldots n}$. So it is convenient to drop the subscript and write $\nabla$. The differential operator $\nabla$ is called the Dirac operator. Applying an orthonormal basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}\right\}$ of $\mathbb{R}^{n}$ the Dirac operator is seen to be

$$
\nabla=\mathbf{e}_{1} \frac{\partial}{\partial x_{1}}+\mathbf{e}_{2} \frac{\partial}{\partial x_{2}}+\cdots+\mathbf{e}_{n} \frac{\partial}{\partial x_{n}}
$$

where $\frac{\partial}{\partial x_{i}}=\partial_{\mathbf{e}_{i}}$.
The relation of $\nabla_{\tau}$ to the Dirac operator $\nabla$ is obtained by computing

$$
\nabla=\tau^{-1} \tau \nabla=\tau^{-1}(\tau\llcorner\nabla+\tau \wedge \nabla)
$$

where

$$
\nabla_{\tau}=\tau^{-1}(\tau\llcorner\nabla)
$$

### 20.4 Stokes' theorem

Consider a compact, contractible and oriented surface $S \subset \mathbb{R}^{n}$ with boundary $\partial S$ and a real differentiable function $f: S \rightarrow \mathcal{C} \ell_{n}$. Stokes' theorem relates tangential integrals over $S$ and $\partial S$, with compatible orientations,

$$
\int_{S} d \mathbf{S} \nabla_{\tau} f=\int_{\partial S} d \mathbf{s} f
$$

where the left hand side becomes, using $\nabla_{\tau}=\tau^{-1}(\tau\llcorner\nabla)$,

$$
\int_{S}\left(d \mathbf{S}\llcorner\nabla) f=\int_{\partial S} d \mathbf{s} f\right.
$$

Here $d \mathbf{S}$ and $d \mathbf{s}$ are of dimension degree $k$ and $k-1$, respectively.
Examples. 1. Consider a 2-dimensional surface $S$ in $\mathbb{R}^{3}$, and a vector field $\mathbf{f}$ on $S$. Then the scalar part of Stokes' theorem says

$$
\int_{S}\left(d \mathbf{S}\llcorner\nabla) \cdot \mathbf{f}=\int_{\partial S} d \mathbf{s} \cdot \mathbf{f}\right.
$$

Use a vector measure $d \mathbf{A}=\mathbf{e}_{123}^{-1} d \mathbf{S}$, normal to the surface $S$, to write the left hand side as

$$
\int_{S}\left(d \mathbf{S}\llcorner\nabla) \cdot \mathbf{f}=\int_{S}(d \mathbf{A} \times \nabla) \cdot \mathbf{f}\right.
$$

then use the interchange rule (of dot and cross) to get the usual Stokes' theorem

$$
\int_{S} d \mathbf{A} \cdot(\nabla \times \mathbf{f})=\int_{\partial S} d \mathbf{s} \cdot \mathbf{f}
$$

where $d \mathrm{~s}$ and $d \mathbf{A}$ form a right-hand system.
2. Consider a 2-dimensional surface $S \in \mathbb{R}^{n}$, with bounding line $C=\partial S$, and a circulation of vector field $\mathbf{f}$ around $C$. First, convert the line integral to a surface integral by Stokes' theorem,

$$
\int_{C} d \mathbf{x} \cdot \mathbf{f}=\int_{S}(d \mathbf{S}\llcorner\nabla) \cdot \mathbf{f}
$$

and then compare the homogeneous components of degree 0 to obtain

$$
\int_{S}\left(d \mathbf{S}\llcorner\nabla) \cdot \mathbf{f}=\int_{S} d \mathbf{S}\llcorner(\nabla \wedge \mathbf{f})\right.
$$

This shows that in a simply connected domain the circulation vanishes if the divergence vanishes.

By convention $\nabla$ differentiates only quantities to its right, unless otherwise indicated. Because of non-commutativity of multiplication, it is good to have a notation indicating differentiation both to the right and to the left, when desired. Accordingly, we have, for instance, the Leibniz rule,

$$
\dot{g} \dot{\nabla} \dot{f}=g \dot{\nabla} \dot{f}+\dot{g} \dot{\nabla} f
$$

where the dots indicate where the differentiation is applied. Stokes' theorem is now generalized to the form

$$
\int_{\partial S} g d \mathbf{s} f=\int_{S} g\left(d \mathbf{S}\llcorner\dot{\nabla}) \dot{f}-(-1)^{k} \int_{S} \dot{g}(\dot{\nabla}\lrcorner d \mathbf{S}\right) f
$$

Here $\operatorname{dim} S=k \in\{1,2, \ldots, n\}$. The minus sign on the last term comes from $\mathbf{a}\lrcorner \mathbf{b}=-(-1)^{k} \mathbf{b} L \mathbf{a}$ for $\mathbf{a} \in \mathbb{R}^{n}$ and $\mathbf{b} \in \Lambda^{k} \mathbb{R}^{n}$.

### 20.5 Positive and negative definite metrics

The monogenic homogeneous polynomials play a part in hypercomplex analysis similar to that of powers of a complex variable in the classical function theory. In constructing an explicit basis for the function space of monogenic polynomials it is customary to single out a special direction, say $\mathbf{e}_{n}$, in an orthonormal basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n-1}, \mathbf{e}_{n}\right\}$ of the Euclidean space $\mathbb{R}^{n}$. The unit bivectors

$$
\mathbf{i}_{k}=\mathbf{e}_{n} \mathbf{e}_{k}, \quad k=1,2, \ldots, n-1
$$

generate the even subalgebra $\mathcal{C} \ell_{n}^{+}$; they anticommute and square up to -1 . Thus, they form an orthonormal basis $\left\{\mathbf{i}_{1}, \mathbf{i}_{2}, \ldots, \mathbf{i}_{n-1}\right\}$ of a negative definite quadratic space $\mathbb{R}^{0, n-1}$ generating a Clifford algebra $\mathcal{C} \ell_{0, n-1} \simeq \mathcal{C} \ell_{n}^{+}$. A closer contact with the classical function theory is obtained if a vector

$$
\mathbf{x}=x_{1} \mathbf{e}_{1}+x_{2} \mathbf{e}_{2}+\ldots+x_{n-1} \mathbf{e}_{n-1}+x_{n} \mathbf{e}_{n}
$$

in the Euclidean space $\mathbb{R}^{n}$ is replaced by a sum of a vector and a scalar, a paravector,

$$
z=x_{1} \mathbf{i}_{1}+x_{2} \mathbf{i}_{2}+\ldots+x_{n-1} \mathbf{i}_{n-1}+y, \quad y=x_{n}
$$

in $\mathbb{R}^{0, n-1} \oplus \mathbb{R}$ [the special direction is the scalar/real part $y$, also denoted by $x_{0}=x_{n}$ ]. By the above correspondence $z \leftrightarrow \mathbf{e}_{n} \mathbf{x}$, we have established a correspondence between the following two mappings:

$$
\begin{aligned}
\mathbb{R}^{n} \rightarrow \mathcal{C} \ell_{n}^{+}, & \mathbf{x} \rightarrow f(\mathbf{x}) \\
\mathbb{R} \oplus \mathbb{R}^{0, n-1} \rightarrow \mathcal{C} \ell_{0, n-1}, & z \rightarrow f(z)
\end{aligned}
$$

both are denoted for convenience by $f$.
In the case of a Euclidean space $\mathbb{R}^{n}$, the Dirac operator is homogeneous,

$$
\nabla=\mathbf{e}_{1} \frac{\partial}{\partial x_{1}}+\mathbf{e}_{2} \frac{\partial}{\partial x_{2}}+\ldots+\mathbf{e}_{n-1} \frac{\partial}{\partial x_{n-1}}+\mathbf{e}_{n} \frac{\partial}{\partial x_{n}}
$$

but it is replaced by a differential operator (inhomogeneous in the dimension degrees)

$$
D=\frac{\partial}{\partial x_{0}}+\mathbf{i}_{1} \frac{\partial}{\partial x_{1}}+\mathbf{i}_{2} \frac{\partial}{\partial x_{2}}+\ldots+\mathbf{i}_{n-1} \frac{\partial}{\partial x_{n-1}}
$$

$D=\frac{\partial}{\partial x_{0}}+\nabla$, in the paravector space $\mathbb{R} \oplus \mathbb{R}^{0, n-1}$.

### 20.6 Cauchy's integral formula

Consider a region $S \subset \mathbb{R}^{n}$ of dimension $n$ with boundary $\partial S$ of dimension $n-1$ and multivector function $f: S \rightarrow \mathcal{C} \ell_{n}$. In this case Stokes' theorem is of the form

$$
\int_{S} d \mathbf{S} \nabla f=\int_{\partial S} d \mathbf{s} f
$$

If a multivector function $f$ is monogenic, $\nabla f=0$, then

$$
\int_{\partial S} d \mathbf{s} f=0 \quad \text { or equivalently } \quad \int_{\partial S} \partial \mathbf{s} f=0
$$

which means that the 'stream' of a monogenic function across any closed hypersurface vanishes. This is Cauchy's theorem.

In the following we need the Cauchy kernel

$$
\mathbf{q}(\mathbf{x})=\frac{\mathbf{x}}{|\mathbf{x}|^{n}}
$$

which is both left monogenic, $\nabla \mathbf{q}=0$, and right monogenic, $\dot{\mathbf{q}} \dot{\nabla}=0$, at $\mathbf{x} \neq 0$. Substitute the Cauchy kernel $g(\mathbf{x})=\mathbf{q}(\mathbf{x}-\mathbf{a})$ and a left monogenic function $f(\mathbf{x}), \nabla f(\mathbf{x})=0$, into Stokes' theorem. On the right hand side the first term vanishes, and the second term can be evaluated by a limiting process. One obtains Cauchy's integral formula

$$
\int_{\partial S} \mathbf{q}(\mathbf{x}-\mathbf{a}) d \mathbf{s} f(\mathbf{x})=-(-1)^{n} \mathbf{e}_{12 \ldots n} n \omega_{n} f(\mathbf{a})
$$

where $\omega_{n}=\pi^{n / 2} /(n / 2)$ ! and the sign in $-(-1)^{n} \mathbf{e}_{12 \ldots n}$ comes from the choice of orientation $\tau_{S}=\mathbf{e}_{12 \ldots n}$ for $S$.

Example. In the special case $n=2$ the above formula is

$$
\int_{\partial S} \frac{\mathbf{x}-\mathbf{a}}{|\mathbf{x}-\mathbf{a}|^{2}} d \mathbf{s} f(\mathbf{x})=-\mathbf{e}_{12} 2 \pi f(\mathbf{a})
$$

since according to our convention $\mathbf{e}_{12}$ is compatible with the clockwise orientation. The classical formula corresponds to both the special cases $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ and $f: \mathbb{R}^{2} \rightarrow \mathcal{C} \ell_{2}^{+}$. [A better matching with the classical case would be obtained by mappings $f\left(x+y \mathbf{e}_{1}\right)=u+v \mathbf{e}_{1}$, where $\mathbf{e}_{1}^{2}=-1$, in the Clifford algebra $\mathcal{C} \ell_{0,1} \simeq \mathbb{C}$ of $\mathbb{R}^{0,1}$.]

Cauchy's integral formula can also be written in the form

$$
\int_{\partial S} \mathbf{q}(\mathbf{x}-\mathbf{a}) \partial \mathbf{s} f(\mathbf{x})=n \omega_{n} f(\mathbf{a}) \quad \text { for } \quad f: \mathbb{R}^{n} \rightarrow \mathcal{C} \ell_{n}^{+}
$$

and in the form

$$
\int_{\partial S} q(z-a) \partial s f(z)=n \omega_{n} f(a) \quad \text { for } \quad f: \mathbb{R} \oplus \mathbb{R}^{0, n-1} \rightarrow \mathcal{C} \ell_{0, n-1}
$$

where the Cauchy kernel is

$$
q(z)=\frac{\bar{z}}{|z|^{n}}=\frac{z^{-1}|z|^{2}}{|z|^{n}}
$$

The paravector $z \in \mathbb{R} \oplus \mathbb{R}^{0, n-1}$ has a norm $|z|=\sqrt{z \bar{z}}$, and an arbitrary element $u \in \mathcal{C} \ell_{0, n-1}$ has a norm given by $|u|^{2}=\langle u \bar{u}\rangle_{0}$.

As in the classical case, we conclude that in a simply connected domain the values of a left monogenic function are determined by its values on the boundary.

### 20.7 Monogenic homogeneous functions

A function $f: \mathbb{R}^{n} \rightarrow \mathcal{C} \ell_{n}$ homogeneous of degree $\ell$ satisfies

$$
f(\lambda \mathbf{x})=\lambda^{\ell} f(\mathbf{x}) \quad \text { for } \quad \lambda \in \mathbb{R}
$$

which implies Euler's formula

$$
r \frac{\partial}{\partial r} f(\mathbf{x})=\ell f(\mathbf{x}), \quad \text { where } \quad r=|\mathbf{x}|
$$

If a multivector function $f(\mathbf{x})$ is monogenic, $\nabla f(\mathbf{x})=0$, then also $\mathbf{x} \nabla f(\mathbf{x})=$ $(\mathbf{x} \cdot \nabla+\mathbf{x} \wedge \nabla) f(\mathbf{x})=0$, and so

$$
\left(r \frac{\partial}{\partial r}+\mathbf{L}\right) f(\mathbf{x})=0
$$

where

$$
r \frac{\partial}{\partial r} f(\mathbf{x})=\mathbf{x} \cdot \nabla=\sum_{i=0}^{n} x_{i} \frac{\partial}{\partial x_{i}}, \quad r=|\mathbf{x}|
$$

and

$$
\mathbf{L}=\mathbf{x} \wedge \nabla=\sum_{i<j} \mathbf{e}_{i j}\left(x_{i} \frac{\partial}{\partial x_{j}}-x_{j} \frac{\partial}{\partial x_{i}}\right)
$$

If a multivector function $f$ is monogenic, $\nabla f(\mathbf{x})=0$, and homogeneous of degree $\ell$, that is $r \frac{\partial}{\partial r} f=\ell f$, then $\mathbf{L} f=\kappa f$, where $\kappa=-\ell$. If a multivector function $f: \mathbb{R}^{n} \rightarrow \mathcal{C} \ell_{n}$ is harmonic, $\nabla^{2} f=0$, and homogeneous of degree $\ell$,
that is $r \frac{\partial}{\partial r} f=\ell f$, then $\mathbf{L} f=\kappa f$, where

$$
\begin{array}{ll}
\kappa=\ell+n-2 & \text { spin up } \\
\kappa=-\ell & \text { spin down. }
\end{array}
$$

This can be seen by writing the Laplace operator $\nabla^{2}$ as the square of the Dirac operator $\nabla=\mathbf{x}^{-1}\left(r \frac{\partial}{\partial r}+\mathbf{L}\right)$ and factoring it by the relations

$$
\begin{aligned}
& r \frac{\partial}{\partial r} \mathbf{x}-\mathbf{x} r \frac{\partial}{\partial r}=\mathbf{x} \\
& \mathbf{L x}+\mathbf{x L}=(n-1) \mathbf{x}
\end{aligned}
$$

as follows:

$$
\nabla^{2}=\mathbf{x}^{-2}\left(r \frac{\partial}{\partial r}+n-2-\mathbf{L}\right)\left(r \frac{\partial}{\partial r}+\mathbf{L}\right)
$$

If a multivector function $f(\mathbf{x})$ is monogenic, $\nabla f(\mathbf{x})=0$, then $h(\mathbf{x})=\mathbf{x} f(\mathbf{x})$ is harmonic, $\nabla^{2} h(\mathbf{x})=0$.

If a multivector function $f: \mathbb{R}^{n} \rightarrow \mathcal{C} \ell_{n}$ is monogenic at $\mathbf{x} \neq 0$, that is $\left(r \frac{\partial}{\partial r}+\mathbf{L}\right) f(\mathbf{x})=0$, then $f\left(\mathbf{x}^{-1}\right)$ satisfies $\left(-r \frac{\partial}{\partial r}+\mathbf{L}\right) f(\mathbf{x})=0$, and the function

$$
g(\mathbf{x})=\mathbf{q}(\mathbf{x}) f\left(\mathbf{x}^{-1}\right), \quad \mathbf{q}(\mathbf{x})=\frac{\mathbf{x}}{|\mathbf{x}|^{n}}
$$

is monogenic,

$$
\left(r \frac{\partial}{\partial r}+\mathbf{L}\right) g(\mathbf{x})=0
$$

The plane case. Consider conformal mappings sending $\mathbf{x} \in \mathbb{R}^{2}$ to $f(\mathbf{x}) \in \mathbb{R}^{2}$. For sense-preserving conformal mappings $\left(-r \frac{\partial}{\partial r}+\mathbf{L}\right) f=0$, and for sensereversing conformal mappings $\left(r \frac{\partial}{\partial r}+\mathbf{L}\right) f=0$.
Example. Using the vector identity $\mathbf{a}\lrcorner(\mathbf{b} \wedge \mathbf{c})=(\mathbf{a} \cdot \mathbf{b}) \mathbf{c}-\mathbf{b}(\mathbf{a} \cdot \mathbf{c})$ we find that

$$
\begin{aligned}
\nabla\lrcorner(\mathbf{x} & \wedge \mathbf{f})=(\nabla \cdot \mathbf{x}) \mathbf{f}-\mathbf{x}(\nabla \cdot \mathbf{f})+(\mathbf{x} \cdot \dot{\nabla}) \dot{\mathbf{f}}-\dot{\mathbf{x}}(\dot{\nabla} \cdot \mathbf{f}) \\
& =n \mathbf{f}-\mathbf{x}(\nabla \cdot \mathbf{f})+r \frac{\partial}{\partial r} \mathbf{f}-\mathbf{f}
\end{aligned}
$$

for a vector field $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$.
If the vector field $\mathbf{f}$ is sourceless, $\nabla \cdot \mathbf{f}=0$, and homogeneous of degree $\ell$, that is $r \frac{\partial}{\partial r} \mathbf{f}=\ell \mathbf{f}$, then

$$
\nabla\lrcorner(\mathbf{x} \wedge \mathbf{f})=(\ell+n-1) \mathbf{f},
$$

which shows that

$$
\mathbf{v}=\frac{1}{\ell+n-1} \mathbf{x} \wedge \mathbf{f}, \quad \ell \neq-(n-1)
$$

is a bivector potential for $\mathbf{f}$.
If the vector field $\mathbf{f}$ is irrotational, $\nabla \wedge \mathbf{f}=0$, and homogeneous of degree $\ell$, that is $r \frac{\partial}{\partial r} \mathbf{f}=\ell \mathbf{f}$, then

$$
\nabla(\mathbf{x} \cdot \mathbf{f})=(\ell+1) \mathbf{f}
$$

which shows that

$$
u=-\frac{1}{\ell+1} \mathbf{x} \wedge \mathbf{f}, \quad \ell \neq-1
$$

is a scalar potential for $\mathbf{f}$.
20.8 A basis for monogenic homogeneous polynomials

A monogenic function is real analytic, that is, a power series of the components of the argument. The homogeneous part of degree 1 of the Taylor series expansion

$$
f^{\prime}(a) z=\left.x_{1} \frac{\partial f}{\partial x_{1}}\right|_{a}+\left.x_{2} \frac{\partial f}{\partial x_{2}}\right|_{a}+\ldots+\left.x_{n-1} \frac{\partial f}{\partial x_{n-1}}\right|_{a}+\left.y \frac{\partial f}{\partial y}\right|_{a}
$$

can be written, in virtue of a monogenic $f$, as follows:

$$
f^{\prime}(a) z=\left.\left(x_{1}-y \mathbf{i}_{1}\right) \frac{\partial f}{\partial x_{1}}\right|_{a}+\left.\left(x_{2}-y \mathbf{i}_{2}\right) \frac{\partial f}{\partial x_{2}}\right|_{a}+\ldots+\left.\left(x_{n-1}-y \mathbf{i}_{n-1}\right) \frac{\partial f}{\partial x_{n-1}}\right|_{a} .
$$

The functions

$$
z_{1}=x_{1}-y \mathbf{i}_{1}, z_{2}=x_{2}-y \mathbf{i}_{2}, \ldots, z_{n-1}=x_{n-1}-y \mathbf{i}_{n-1}
$$

are monogenic; note that $z_{k}=x_{k}+y \mathbf{e}_{k} \mathbf{e}_{n}, k=1,2, \ldots, n-1$. Write $\underline{l}=$ ( $l_{1}, l_{2}, \ldots, l_{n-1}$ ), and define the symmetrized polynomials

$$
p_{\underline{l}}(z)=\frac{1}{l!} \sum_{\pi \in S_{l}} z_{\pi(1)} z_{\pi(2)} \ldots z_{\pi(l)}
$$

each term being homogeneous of degree $l_{k}$ with respect to $z_{k}$, and homogeneous of degree $l=l_{1}+l_{2}+\ldots+l_{n-1}$ with respect to $z$. The symmetric polynomials are monogenic, $D p_{\underline{l}}(z)=0$; they appear as multipliers of partial derivatives

$$
\left.\partial_{\underline{l}} f\right|_{a}=\left.\frac{\partial^{l} f}{\partial x_{1}^{l_{1}} \partial x_{2}^{l_{2}} \cdots \partial x_{n-1}^{l_{n-1}}}\right|_{a}
$$

in the Taylor series expansion of $f(a+z)$.

Examples. 1. For $l=(2,1,0,0, \ldots, 0)$ we have

$$
\begin{aligned}
p_{l}^{l}(z) & =\frac{1}{3}\left(z_{1}^{2} z_{2}+z_{1} z_{2} z_{1}+z_{2} z_{1}^{2}\right) \\
& =\left(x_{1}^{2}-y^{2}\right) x_{2}-2 x_{1} x_{2} y \mathbf{i}_{1}-\left(x_{1}^{2}-\frac{y^{2}}{3}\right) y \mathbf{i}_{2} \\
& =\left(x_{1}^{2}-y^{2}\right) x_{2}+2 x_{1} x_{2} y \mathbf{e}_{1} \mathbf{e}_{n}+\left(x_{1}^{2}-\frac{y^{2}}{3}\right) y \mathbf{e}_{2} \mathbf{e}_{n} .
\end{aligned}
$$

2. The functions $q_{\underline{l}}(z)=\partial_{\underline{l}} q(z)$ are homogeneous of degree $-(l+n-1)$ and monogenic when $z \neq 0$.

For all $z \in \mathbb{R} \oplus \mathbb{R}^{0, n-1}$, we also have $p_{\underline{l}}(z) \in \mathbb{R} \oplus \mathbb{R}^{0, n-1}$.
The monogenic polynomials homogeneous of degree $l$ span a right module over the ring $\mathcal{C} \ell_{0, n-1}$; the polynomials $p_{\underline{l}}(z)$ form a basis of this module of dimension $\left({ }_{l}^{l+n-2}{ }_{l}\right.$ ). Harmonic polynomials homogeneous of degree $l$ form a module over the rotation group $S O(n)$ of $\mathbb{R} \oplus \mathbb{R}^{0, n-1}$, namely the irreducible module of traceless symmetric tensors of degree $l$, the dimension of this module being

$$
\binom{l+n-1}{l}-\binom{l+n-3}{l-2}=\binom{l+n-2}{l}+\binom{l+n-3}{l-1} .
$$

The Laurent series expansion is formulated as follows:

$$
f(z)=\sum_{l=0}^{\infty} \sum_{\underline{l}}\left[p_{\underline{l}}(z-a) b_{\underline{l}}+q_{\underline{l}}(z-a) c_{\underline{l}}\right],
$$

where

$$
\begin{aligned}
& b_{\underline{l}}=\frac{1}{n \omega_{n}} \int_{\partial S} q_{\underline{l}}(z-a) \partial s f(z), \\
& c_{\underline{l}}=\frac{1}{n \omega_{n}} \int_{\partial S} p_{\underline{l}}(z-a) \partial s f(z),
\end{aligned}
$$

when $f(z)$ is monogenic in a region $S \subset \mathbb{R} \oplus \mathbb{R}^{0, n-1}$ except at $a \in S$.

## Axial Vector Fields

Single out a distinguished direction or axis a in $\mathbb{R}^{n}$, say

$$
\mathbf{a}=\mathbf{e}_{n} .
$$

Write $y=x_{n}$ and $\mathbf{x}=x_{1} \mathbf{e}_{1}+x_{2} \mathbf{e}_{2}+\cdots+x_{n-1} \mathbf{e}_{n-1}$ so that

$$
\mathbf{r}=\mathbf{x}+y \mathbf{a}=x_{1} \mathbf{e}_{1}+x_{2} \mathbf{e}_{2}+\cdots+x_{n-1} \mathbf{e}_{n-1}+x_{n} \mathbf{e}_{n} .
$$

Write $x=|\mathbf{x}|$ and let

$$
i=\frac{\mathbf{r} \wedge \mathbf{a}}{|\mathbf{r} \wedge \mathbf{a}|}=\frac{\mathbf{x a}}{x}
$$

be the unit bivector of the plane determined by a and $\mathbf{r}$. Since $\nabla(\mathbf{r a})=$ $(\nabla \mathbf{r}) \mathbf{a}=n \mathbf{a}$ and $\nabla(\mathbf{a r})=-(n-2) \mathbf{a}$, it is evident that the polynomial

$$
w=\frac{1}{2}[n \mathbf{a r}+(n-2) \mathbf{r a}]=(n-1) \mathbf{a} \cdot \mathbf{r}+\mathbf{a} \wedge \mathbf{r}=(n-1) y-x \mathbf{i}
$$

satisfies the equation $\nabla w=0$; such a $w$ is called monogenic. The polynomial $w$ is a complex of its scalar part $u=(n-1) \mathbf{a} \cdot \mathbf{r}=(n-1) y$ and its bivector part $\mathbf{v}=\mathbf{a} \wedge \mathbf{r}=-x \mathbf{i}$. The vector field

$$
\mathbf{f}=-(n-1) \mathbf{a}
$$

is irrotational, that is $\nabla \wedge \mathbf{f}=0$, with a (scalar) potential $u=(n-1) y$, such that $\mathbf{f}=-\nabla u$, and also sourceless, that is $\nabla \cdot \mathbf{f}=0$, with a stream function $\psi=-x^{n-1}$ and a bivector potential $\mathbf{v}=-x \mathbf{i}$, such that $\left.\mathbf{f}=\nabla\right\lrcorner \mathbf{v}$ and $\nabla \wedge \mathbf{v}=0$. In fact, $\mathbf{f}$ is monogenic, $\nabla \mathbf{f}=\nabla \cdot \mathbf{f}+\nabla \wedge \mathbf{f}=0$, with a complex potential $w=u+v \mathbf{i}=(n-1) y-x \mathbf{i}$, which is also monogenic, $\nabla w=0$.

The vector function $\mathbf{q}(\mathbf{r})=\mathbf{r} / r^{n}$, where $r=|\mathbf{r}|$, is called the Cauchy kernel, and

$$
\mathbf{q}_{1}(\mathbf{r})=\nabla[\mathbf{a} \cdot \mathbf{q}(\mathbf{r})]=\frac{1}{r^{n}}\left(\mathbf{a}-n(\mathbf{a} \cdot \mathbf{r}) \mathbf{r}^{-1}\right)
$$

is the field of an $n$-dimensional dipole. These vector fields can be used to reproduce the complex potential

$$
w=-\mathbf{q}(\mathbf{r}) \mathbf{q}_{1}\left(\mathbf{r}^{-1}\right)
$$

of the vector field $\mathbf{f}=-(n-1) \mathbf{a}$.
Axial monogenic polynomials of degree 2. In the above we just found that

$$
\begin{aligned}
& \nabla(\mathbf{a r})=-(n-2) \mathbf{a} \\
& \nabla \mathbf{r a}=n \mathbf{a}
\end{aligned}
$$

Next, we differentiate the second powers of $\mathbf{r}$. The product $\mathbf{a r a}=(\mathbf{a r}+\mathbf{r a}) \mathbf{a}-$ $\mathbf{a}^{2} \mathbf{r}=2(\mathbf{a} \cdot \mathbf{r}) \mathbf{a}-a^{2} \mathbf{r}$ is a vector in the plane determined by a and $\mathbf{r}$. So

$$
\begin{aligned}
& (\mathbf{a r})^{2}=2(\mathbf{a} \cdot \mathbf{r}) \mathbf{a r}-a^{2} r^{2} \\
& (\mathbf{r a})^{2}=2(\mathbf{a} \cdot \mathbf{r}) \mathbf{r a}-a^{2} r^{2}
\end{aligned}
$$

and $(\mathbf{a r})(\mathbf{r a})=a^{2} r^{2}$. Since

$$
\begin{aligned}
& \nabla(\mathbf{a r})^{2}=-2(n-2)(\mathbf{a} \cdot \mathbf{r}) \mathbf{a} \\
& \nabla(\mathbf{a r})(\mathbf{r a})=2 a^{2} \mathbf{r} \\
& \nabla(\mathbf{r a})^{2}=2(n+2)(\mathbf{a} \cdot \mathbf{r}) \mathbf{a}-4 a^{2} \mathbf{r}
\end{aligned}
$$

it is evident that the polynomial

$$
\begin{aligned}
& p_{2}(\mathbf{r})=\frac{n}{4}\left[(n+2)(\mathbf{a r})^{2}+2(n-2)(\mathbf{a r})(\mathbf{r a})+(n-2)(\mathbf{r a})^{2}\right] \\
& \quad=\frac{n}{2}\left[n(\mathbf{a} \cdot \mathbf{r})^{2}-a^{2} r^{2}+2(\mathbf{a} \cdot \mathbf{r})(\mathbf{a} \wedge \mathbf{r})\right]
\end{aligned}
$$

is monogenic, $\nabla p_{2}(\mathbf{r})=0$. In cylindrical coordinates $y, \mathbf{x}$, the polynomial

$$
p_{2}(\mathbf{r})=\frac{n}{2}\left[(n-1) y^{2}-x^{2}-2 y x \mathbf{i}\right]
$$

is a complex potential of the monogenic vector field $\mathbf{f}=n(\mathbf{x}-(n-1) y \mathbf{a})$ which has a stream function $\psi=-n y x^{n-1}$.

### 20.9 Axial monogenic polynomials of homogeneous degree

In the following, monogenic polynomials, homogeneous of degree $l$ in the factors ar and ra (and then also in $\mathbf{r}$ or in $y$ and $\mathbf{x}$ ), will be introduced. First,

$$
\begin{align*}
\nabla(\mathbf{a r})^{l}=- & (n-2) \mathbf{a}\left[(\mathbf{a r})^{l-1}+(\mathbf{a r})^{l-2}(\mathbf{r a})+\right. \\
& \left.\cdots+(\mathbf{a r})(\mathbf{r a})^{l-2}+(\mathbf{r a})^{l-1}\right]  \tag{3}\\
\nabla(\mathbf{r a})^{l}=( & n-2) \mathbf{a}\left[(\mathbf{a r})^{l-1}+(\mathbf{a r})^{l-2}(\mathbf{r a})+\right. \\
& \left.\cdots+(\mathbf{a r})(\mathbf{r a})^{l-2}+(\mathbf{r a})^{l-1}\right]+2 l \mathbf{a}(\mathbf{r a})^{l-1} \tag{4}
\end{align*}
$$

To verify these, observe that $\mathbf{e}_{1} \mathbf{f} \mathbf{e}_{1}+\cdots+\mathbf{e}_{n} \mathbf{f} \mathbf{e}_{n}=-(n-2) \mathbf{f}$ for any vector $\mathbf{f}$. Then

$$
\begin{gathered}
\sum_{i=1}^{n} \mathbf{e}_{i}(\mathbf{a r})^{j-1} \mathbf{a} \mathbf{e}_{i}(\mathbf{a r})^{l-j}=-(n-2)(\mathbf{a r})^{j-1} \mathbf{a}(\mathbf{a r})^{l-j} \\
=-(n-2) \mathbf{a}(\mathbf{r a})^{j-1}(\mathbf{a r})^{l-j} \\
=-(n-2) \mathbf{a}(\mathbf{a r})^{l-j}(\mathbf{r a})^{j-1}
\end{gathered}
$$

because $(\mathbf{a r})^{j-1} \mathbf{a}$ is a vector in the plane determined by $\mathbf{a}$ and $\mathbf{r}$, as can be seen by inspection on $(\mathbf{r a})^{j} \mathbf{r}=\mathbf{r}\left((\mathbf{a r})^{j-1} \mathbf{a}\right) \mathbf{r}$ and induction on $j$. The equation (3) is now proved. Similarly, observe that $\sum_{i=1}^{n} \mathbf{e}_{i} \mathbf{u e}_{i}=(-1)^{l}(n-2 l) \mathbf{u}$ for any element $\mathbf{u}$, homogeneous of grade $l$. Then

$$
\begin{aligned}
& \sum_{i=1}^{n} \mathbf{e}_{i}(\mathbf{r a})^{j} \mathbf{e}_{i}=\sum_{i=1}^{n} \frac{1}{2} \mathbf{e}_{i}\left[\left((\mathbf{r a})^{j}+(\mathbf{a r})^{j}\right)+\left((\mathbf{r a})^{j}-(\mathbf{a r})^{j}\right)\right] \mathbf{e}_{i} \\
& \quad=\frac{n}{2}\left[(\mathbf{r a})^{j}+(\mathbf{a r})^{j}\right]+\frac{n-4}{2}\left[(\mathbf{r a})^{j}-(\mathbf{a r})^{j}\right] \\
& \quad=(n-2)(\mathbf{r a})^{j}+2\left(\mathbf{a r}^{j}\right)
\end{aligned}
$$

because $(\mathbf{r a})^{j}+(\mathbf{a r})^{j}$ is a scalar of grade 0 and $(\mathbf{r a})^{j}-(\mathbf{a r})^{j}$ is a bivector of grade 2. It follows that

$$
\sum_{i=1}^{n} \mathbf{e}_{i}(\mathbf{r a})^{j} \mathbf{e}_{i} \mathbf{a}=(n-2) \mathbf{a}(\mathbf{a r})^{j}+2 \mathbf{a}(\mathbf{r} \mathbf{a})^{j}
$$

which multiplied by ( $\mathbf{r a})^{l-j-1}$ on the right gives the equation (4) after summing up the terms $j=0,1, \cdots, l-1$.

To calculate $\nabla(\mathbf{a r})^{l-j}(\mathbf{r a})^{j}$ note that $(\mathbf{a r})^{l-j}(\mathbf{r a})^{j}=r^{2 j} a^{2 j}(\mathbf{a r})^{l-2 j}$ when $l \geq$ $2 j$ and $(\mathbf{a r})^{l-j}(\mathbf{r a})^{j}=r^{2(l-j)}(\mathbf{r a})^{2 j-1}$ when $l \leq 2 j$. Use results (3), (4) and

$$
\nabla \mathbf{r}^{l}= \begin{cases}l \mathbf{r}^{l-1} & \text { for } l \text { even } \\ (l+n-1) r^{l-1} & \text { for } \quad l \text { odd }\end{cases}
$$

Then

$$
\nabla(\mathbf{a r})^{l-j}(\mathbf{r a})^{j}=\sum_{k=1}^{l} m_{j k} \mathbf{a}(\mathbf{a r})^{l-k}(\mathbf{r a})^{k}
$$

where the $(l+1) \times l$-matrix $m_{j k}$ is

$$
\left(\begin{array}{cccccc}
-(n-2)-(n-2)-(n-2) \cdots & -(n-2) & -(n-2) & -(n-2) \\
2 & -(n-2)-(n-2) \cdots & -(n-2) & -(n-2) & 0 \\
0 & 4 & -(n-2) \cdots & -(n-2) & 0 & 0 \\
0 & 0 & 6 & & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & (n-2) & \cdots(n+2(l-3)) & 0 & \vdots \\
0 & (n-2) & (n-2) & \cdots & (n-2) & (n+2(l-2)) \\
(n-2) & (n-2) & (n-2) \cdots & (n-2) & (n-2) & (n+2(l-1))
\end{array}\right)
$$

To get the coefficients $p_{l, j}$ in

$$
p_{l}(\mathbf{r})=\sum_{j=0}^{l} p_{l, j}(\mathbf{a r})^{l-j}(\mathbf{r a})^{j}
$$

such that $\nabla p_{l}(\mathbf{r})=0$, multiply the rows of $m_{j k}$ by the corresponding coefficients $p_{l, j}$ and determine $p_{l, j}$ so that the sum of the resulting elements in each column is zero. To calculate the coefficients $p_{l, j}$ one has useful algorithms such as ${ }^{1}$

$$
p_{l, j}=\frac{1}{l}\left(\frac{n-2}{2}+l-j\right)\left(p_{l-1, j}+p_{l-1, l-j}\right)
$$

[^41]which gives
\[

$$
\begin{equation*}
p_{l, j}=\binom{\frac{n-2}{2}+l-j}{l-j}\binom{\frac{n-4}{2}+j}{j} . \tag{5}
\end{equation*}
$$

\]

Example. Let $n=3$ and $l=2$. Then

$$
\begin{array}{l|l}
\nabla(\mathbf{a r})^{2}=-\mathbf{a}(\mathbf{a r})-\mathbf{a}(\mathbf{r a}) & 5 \\
\nabla(\mathbf{a r r a})=2 \mathbf{a}(\mathbf{a r}) & 2 \\
\nabla(\mathbf{r a})^{2}=\mathbf{a}(\mathbf{a r})+5 \mathbf{a}(\mathbf{r a}) & 1
\end{array}
$$

where the right-hand sides of the identities give the matrix

$$
\left(\begin{array}{cc}
-1 & -1 \\
2 & 0 \\
1 & 5
\end{array}\right)
$$

and the right column gives

$$
p_{2}(\mathbf{r})=5(\mathbf{a r})^{2}+2(\mathbf{a r r a})+(\mathbf{r a})^{2}
$$

with coefficients $p_{2,0}=5, p_{2,1}=2$ and $p_{2,2}=1$.
In some cases it is worth knowing the smallest integer coefficients, which in a few lower-dimensional cases are as follows:

| $l \backslash j$ | $n=3$ |  |  |  |  |  |  |  |  | ${ }^{n}$ | $n=5$ |  |  |  | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 3 | 1 |  |  |  | 2 |  |  |  |  | 5 | 3 |  |  |  |
| 2 |  | 2 | 1 |  |  |  | 2 |  |  |  |  | 6 | 3 |  |  |
| 3 | 35 | 15 | 9 | 5 |  |  | 3 | 2 |  |  |  | 21 |  | 7 |  |
| 4 | 63 | 28 | 18 | 12 | 7 | 5 | 4 | 3 | 2 |  |  | 36 | 30 | 20 |  |

### 20.10 Differential equations in cylindrical coordinates

Consider an axially symmetric vector field $\mathbf{f}$ in the cylindrical coordinates $y$, $\mathbf{x}$. Write $\mathbf{r}=\mathbf{x}+y \mathbf{a}, \nabla=\nabla_{\mathbf{x}}+\mathbf{a}(\partial / \partial y)$ and $\mathbf{f}=\mathbf{g}+h \mathbf{a}$ with $\mathbf{g}=(\mathbf{x} / x) g$. Then

$$
\begin{gathered}
\nabla \cdot \mathbf{f}=\nabla_{\mathbf{x}} \cdot \mathbf{g}+\frac{\partial h}{\partial y}=\frac{\partial g}{\partial x}+\frac{\partial h}{\partial y}+(n-2) \frac{g}{x} \\
\nabla \wedge \mathbf{f}=\frac{\mathbf{x}}{x} \frac{\partial h}{\partial x} \mathbf{a}+\mathbf{a} \frac{\partial \mathbf{g}}{\partial y}=\mathbf{i}\left(\frac{\partial h}{\partial x}-\frac{\partial g}{\partial y}\right)
\end{gathered}
$$

If now $\mathbf{f}$ is monogenic, $\nabla \mathbf{f}=0$, then there is a complex potential $w=u+v \mathbf{i}=$ $u+\mathbf{v}$ such that $\mathbf{f}=-\nabla u=\nabla\lrcorner \mathbf{v}, \nabla \wedge \mathbf{v}=0$. The condition to be monogenic,
$\nabla w=0$, means that

$$
\begin{aligned}
\left(\nabla_{\mathbf{x}}\right. & \left.+\mathbf{a} \frac{\partial}{\partial y}\right)\left(u+v \frac{\mathbf{x a}}{x}\right) \\
& =\frac{\mathbf{x}}{x} \frac{\partial u}{\partial x}+\frac{\mathbf{x}}{x} \frac{\partial v}{\partial x} \frac{\mathbf{x a}}{x}+v(n-2) \frac{\mathbf{a}}{x}+\mathbf{a} \frac{\partial u}{\partial y}+\mathbf{a} \frac{\partial v}{\partial y} \frac{\mathbf{x a}}{x}=0
\end{aligned}
$$

which decomposed gives an $n$-dimensional analog of the Cauchy-Riemann equations

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial x}-\frac{\partial v}{\partial y}=0  \tag{6}\\
\frac{\partial v}{\partial x}+\frac{\partial u}{\partial y}+(n-2) \frac{v}{x}=0
\end{array}\right.
$$

The components of $\mathbf{f}=\mathbf{g}+h \mathbf{a}$ are then expressed as

$$
\left\{\begin{aligned}
g & =-\frac{\partial u}{\partial x}=-\frac{\partial v}{\partial y} \\
h & =-\frac{\partial u}{\partial y}=\frac{\partial v}{\partial x}+(n-2) \frac{v}{x}
\end{aligned}\right.
$$

Of course, $u$ is harmonic,

$$
\nabla^{2} u=\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{n-2}{x} \frac{\partial}{\partial x}\right) u=0
$$

and also $\mathbf{v}$ is harmonic,

$$
\nabla^{2} \mathbf{v}=\nabla^{2}(v \mathbf{i})=\mathbf{i}\left\{\frac{\partial^{2} v}{\partial x^{2}}+\frac{\partial^{2} v}{\partial y^{2}}+\frac{n-2}{x}\left(\frac{\partial v}{\partial x}-\frac{v}{x}\right)\right\}=0
$$

and so

$$
\nabla^{2} v=\frac{n-2}{x^{2}} v
$$

As an axially symmetric and sourceless vector field $\mathbf{f}$ has a stream function $\psi=x^{n-2} v$, satisfying

$$
\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}-\frac{n-2}{x} \frac{\partial}{\partial x}\right) \psi=0
$$

such that

$$
\frac{\partial \psi}{\partial x}=x^{n-2} h, \quad \frac{\partial \psi}{\partial y}=-x^{n-2} g
$$

The stream function can be expressed by a line integral

$$
\psi-\psi_{0}=\int_{P_{0}}^{P} x^{n-2}(g d y-h d x)
$$

independent of path in a fixed plane containing the symmetry axis a. Let the path of integration sweep around the symmetry axis a and form an axially symmetric hypersurface $S$. The stream

$$
\Psi=\int_{S} d \mathbf{S} \wedge \mathbf{f}
$$

across $S$ is $\Psi=\mathbf{e}_{12 \ldots n}(n-1) \omega_{n-1}\left(\psi-\psi_{0}\right)$ where $(n-1) \omega_{n-1}$ is the measure of the unit sphere $S^{n-2}$ in the ( $n-1$ )-dimensional space (orthogonal to the axis $\mathbf{a} \in \mathbb{R}^{n}$ ).

The $n$-dimensional Cauchy-Riemann equations (6), by a change of variables $x=r \sin \theta, y=r \cos \theta$, become

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial r}+\frac{1}{r} \frac{\partial v}{\partial \theta}+(n-2) \cot \theta \frac{v}{r}=0 \\
\frac{\partial v}{\partial r}-\frac{1}{r} \frac{\partial u}{\partial \theta}+(n-2) \frac{v}{r}=0
\end{array}\right.
$$

If the complex potential $w=u+v \mathbf{i}$ is homogeneous of degree $l$, then

$$
\left\{\begin{array}{l}
\frac{\partial v}{\partial \theta}+(n-2) \cot \theta v+l u=0 \\
\frac{\partial u}{\partial \theta}=(l+n-2) v
\end{array}\right.
$$

Differentiation with respect to $\theta$ and a further change of variable $\mu=\cos \theta$ then result in

$$
\left(1-\mu^{2}\right) \frac{d^{2} v}{d \mu^{2}}-(n-1) \mu \frac{d v}{d \mu}+\left\{l(l+n-2)-\frac{n-2}{1-\mu^{2}}\right\} v=0
$$

and

$$
\left(1-\mu^{2}\right) \frac{d^{2} u}{d \mu^{2}}-(n-1) \mu \frac{d u}{d \mu}+l(l+n-2) u=0 .
$$

The solutions $u / r^{l}$ of this last equation can be expressed as hypergeometric series or ultraspherical (Gegenbauer) functions

$$
{ }_{2} F_{1}\left(-l, l+n-2, \frac{n-1}{2} ; \frac{1-\mu}{2}\right)=\frac{l!(n-3)!}{(l+n-3)!} C_{l}^{((n-2) / 2)}(\mu)
$$

and $v=\left[\sqrt{1-\mu^{2}} /(l+n-2)\right](d u / d \mu)$. The previously introduced monogenic polynomials $p_{l}(\mathbf{r})$, homogeneous of degree $l$, are now $p_{l}(\mathbf{r})=u+v \mathbf{i}$.

In some lower-dimensional cases the scalar part $u$ of $p_{l}(\mathbf{r})$ divided by $r^{l}$ is

| $n$ | $u / r^{l}$ |  |
| :--- | :--- | :---: |
| 2 | $\cos l \theta=T_{l}(\cos \theta)$ | Chebyshev |
| 3 | $P_{l}(\cos \theta)$ | Legendre |
| 4 | $\left(\frac{l}{2}+1\right)(\cos l \theta+\cot \theta \sin l \theta)=\left(\frac{l}{2}+1\right) \frac{\sin (l+1) \theta}{\sin \theta}$ |  |

### 20.11 Inversion of multipoles in unit sphere

If a function $f(\mathbf{r})$ with values in the Clifford algebra is monogenic, then the function $\mathbf{q}(\mathbf{r}) f\left(\mathbf{r}^{-1}\right)$, obtained by inversion, is also monogenic for $\mathbf{r} \neq 0$. The vector field

$$
\mathbf{q}_{l}(\mathbf{r})=\frac{\partial^{l}}{\partial y^{l}} \mathbf{q}(\mathbf{r})
$$

is axially symmetric, monogenic and homogeneous of degree $-(l+n-1)$, and it describes an axial multipole of order $2^{l}$. The previously introduced monogenic complex polynomials are obtained by inversion in the unit sphere,

$$
p_{l}(\mathbf{r})=\frac{(-1)^{l}}{l!} \mathbf{q}(\mathbf{r}) \mathbf{q}_{l}\left(\mathbf{r}^{-1}\right) .
$$

These axially symmetric monogenic complex polynomials $p_{l}(\mathbf{r})$ should be distinguished from the monogenic complex polynomials introduced by Haefeli, who defined symmetrized products of the functions $z_{i}=x_{i}+y \mathbf{e}_{i} \mathbf{e}_{n}$, where $i=1,2, \ldots, n-1$.
Example. The polynomial $\frac{1}{3}\left(z_{1}^{2} z_{2}+z_{1} z_{2} z_{1}+z_{2} z_{1}^{2}\right)=x_{2}\left(x_{1}^{2}-y^{2}\right)+2 x_{1} x_{2} y \mathbf{e}_{1} \mathbf{e}_{n}+$ $y\left(x_{1}^{2}-\left(y^{2} / 3\right)\right) \mathbf{e}_{2} \mathbf{e}_{n}$ is such a monogenic symmetrized product.
Haefeli's monogenic symmetrized products form a basis of the right module (over the Clifford algebra) which consists of monogenic polynomials.

Example. The axially symmetric monogenic polynomials, homogeneous of degree 1 and 2, can be expressed in this basis in the forms

$$
p_{1}(\mathbf{r})=-\sum_{i=1}^{n-1} z_{i} \mathrm{e}_{i} \mathbf{e}_{n} \quad \text { and } \quad p_{2}(\mathbf{r})=-\frac{n}{2} \sum_{i=1}^{n-1} z_{i}^{2}
$$

respectively.
Finally, the complex polynomial $p_{l}(\mathbf{r})$ is such that its bivector part determines the plane spanned by a and $\mathbf{r}=\mathbf{x}+y \mathbf{a}$. So the function $\mathbf{r} p_{l}(\mathbf{r})$ is vector valued in this same plane. Since the complex function $p_{l}(\mathbf{r})$ is monogenic,
$\nabla p_{l}(\mathbf{r})=0$, the vector function $\mathbf{r} p_{l}(\mathbf{r})$ is harmonic, $\nabla^{2} \mathbf{r} p_{l}(\mathbf{r})=0$. This can be seen from

$$
\mathbf{r}^{2} \nabla^{2}=\left(r \frac{\partial}{\partial r}+\frac{n-2}{2}\right)^{2}-\left(\mathbf{L}-\frac{n-2}{2}\right)^{2}
$$

where $\mathbf{r} \nabla=\mathbf{r} \cdot \nabla+\mathbf{r} \wedge \nabla, r(\partial / \partial r)=\mathbf{r} \cdot \nabla$ and $\mathbf{L}=\mathbf{r} \wedge \nabla$, which has axially symmetric eigenfunctions $\mathbf{L} p_{l}(\mathbf{r})=-l p_{l}(\mathbf{r})$ and $\mathbf{L}\left[\mathbf{r} p_{l}(\mathbf{r})\right]=(l+n-1) \mathbf{r} p_{l}(\mathbf{r}$.

## History and survey of research

Hypercomplex analysis attempts to generalize one-variable complex analysis to a higher-dimensional one-variable theory using Clifford algebras of Euclidean spaces. It was first examined by Moisil (in terms of integrals), and rediscovered in quaternion form by Fueter, who introduced the symmetrized polynomials. In quaternion analysis the central result was Cauchy's integral formula in dimension 4. The notion of monogenic functions with values in a Clifford algebra is due to Iftimie and Bosshard. Habetha showed that if an algebra gives rise to Cauchy's integral formula, then it is sufficient that it contains a linear subspace where all non-zero vectors are invertible in the algebra; that is, the algebra is almost a Clifford algebra.

Lounesto \& Bergh 1983 initiated a study of axially symmetric functions with values in a Clifford algebra. The research was later taken over by Sommen.

Presently, there are several schools studying hypercomplex analysis with different emphasis: harmonic analysis (J. Ryan, J. Gilbert), functional analysis (R. Delanghe, F. Brackx), and function theory (K. Habetha, R. Gilbert).

## Exercises

1. Show that $\nabla \mathbf{x}=n, \nabla \mathbf{x}^{2}=2 \mathbf{x}, \nabla \mathbf{x}^{3}=(n+2) \mathbf{x}^{2}, \nabla \mathbf{x}^{4}=4 \mathbf{x}^{3}$.
2. Show that $\nabla \mathbf{x}^{k}=k \mathbf{x}^{k-1}$ for $k$ even, and $\nabla \mathbf{x}^{k}=(n+k-1) \mathbf{x}^{k-1}$ for $k$ odd.
3. Show that $\nabla \cos \mathbf{x}=-\sin \mathbf{x}, \nabla \sin \mathbf{x}=\cos \mathbf{x}+(n-1) \frac{1}{\mathbf{x}} \sin \mathbf{x}$.
4. Show that $\nabla \exp \mathbf{x}=\exp \mathbf{x}+(n-1) \frac{1}{\mathbf{x}} \sinh \mathbf{x}$,
$\nabla \log (1+\mathbf{x})=\frac{1}{1+\mathbf{x}}+(n-1) \frac{1}{\mathbf{x}} \arctan \mathbf{x}$.
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## 21

## Binary Index Sets and Walsh Functions

The present chapter scrutinizes how the sign of the product of two elements in the basis for the Clifford algebra of dimension $2^{n}$ can be computed by the Walsh functions of degree less than $2^{n}$. In the multiplication formula the basis elements are labelled by binary $n$-tuples, which form an abelian group $\Omega$, which in turn gives rise to the maximal grading of the Clifford algebra. The group of binary $n$-tuples is also employed in the Cayley-Dickson process.

## Walsh Functions

Consider $n$-tuples $\underline{a}=a_{1} a_{2} \ldots a_{n}$ of binary digits $a_{i}=0,1$. For two such $n$-tuples $\underline{a}$ and $\underline{b}$ the sum $\underline{a} \oplus \underline{b}=\underline{c}$ is defined by termwise addition modulo 2 , that is,

$$
c_{i}=a_{i}+b_{i} \quad \bmod 2
$$

These $n$-tuples form a group so that the group characters are Walsh functions

$$
w_{\underline{a}}(\underline{b})=(-1)^{\sum_{t=1}^{n} a_{i} b_{2}} .
$$

The Walsh functions have only two values, $\pm 1$, and they satisfy $w_{\underline{k}}(\underline{a} \oplus \underline{b})=$ $w_{\underline{k}}(\underline{a}) w_{\underline{k}}(\underline{b})$, as group characters, and $w_{\underline{a}}(\underline{b})=w_{\underline{b}}(\underline{a})$. The Walsh functions $w_{\underline{k}}$, labelled by binary $n$-tuples $\underline{k}=k_{1} k_{2} \ldots k_{n}$, can be ordered by integers $k=\sum_{i=1}^{n} k_{i} 2^{n-i}$.

### 21.1 Sequency order

In applications one often uses the sequency order of the Walsh functions,

$$
\tilde{w}_{\underline{k}}(\underline{x})=(-1)^{k_{1} x_{1}+\sum_{t=2}^{n}\left(k_{t-1}+k_{\mathrm{t}}\right) x_{2}}
$$

for instance, in special analysis of time series, signal processing, communications and filtering, Harmuth 1977 and Maqusi 1981. In the sequency order the index $\underline{k}$ is often replaced by an integer $k=\sum_{i=1}^{n} k_{i} 2^{n-i}$ and the argument $\underline{x}$ by a real number on the unit interval $x=2^{-n} \sum_{i=1}^{n} x_{i} 2^{i-1}$ (Fig. 1 and Fig. 2).


Figure 1. The first eight Walsh functions $\tilde{w}_{\underline{k}}(x), k=0,1, \ldots, 7$.
In Figure 1 the first eight Walsh functions are given:

$$
\tilde{w}_{\underline{k}}(x)=(-1)^{k_{1} x_{1}+\left(k_{1}+k_{2}\right) x_{2}+\left(k_{2}+k_{3}\right) x_{3}}
$$

with $k=4 k_{1}+2 k_{2}+k_{3}$ and $x=\frac{1}{8}\left(x_{1}+2 x_{2}+4 x_{3}\right)$. Observe that the number of zero crossings per unit interval equals $k$.


Figure 2. The first eight Walsh functions in hardware, $\tilde{w}_{k}(x)=(-1)^{f}$.

### 21.2 Gray code

The passage to the sequency order is related to the Gray code $g$ defined by

$$
g(\underline{k})_{1}=k_{1}, \quad g(\underline{k})_{i}=k_{i-1}+k_{i} \bmod 2, \quad i=2, \ldots, n
$$

The formula $\tilde{w}_{\underline{a}}(\underline{x})=w_{g(\underline{a})}(\underline{x})$ reorders the Walsh functions. The Gray code is a single digit change code, that is, the codes of two consecutive integers differ only in one bit (Table 1).

Table 1. The Gray code for $k<8$.

| $k$ | $\underline{k}$ | $g(\underline{k})$ |
| :---: | :---: | :---: |
| 0 | 000 | 000 |
| 1 | 001 | 001 |
| 2 | 010 | 011 |
| 3 | 011 | 010 |
| 4 | 100 | 110 |
| 5 | 101 | 111 |
| 6 | 110 | 101 |
| 7 | 111 | 100 |

The Gray code is a group isomorphism among the binary $n$-tuples, that is,
$g(\underline{a} \oplus \underline{b})=g(\underline{a}) \oplus g(\underline{b})$. The inverse $h$ of the Gray code is obtained by

$$
h(\underline{a})_{i}=\sum_{j=1}^{i} a_{j} \bmod 2 .
$$

## Binary Representations of Clifford Algebras

As a preliminary example, consider the Clifford algebra $\mathcal{C} \ell_{0,2}$, isomorphic to the division ring of quaternions $\mathbb{H}$. Relabel the basis elements of $\mathcal{C} \ell_{0,2}$ by binary 2-tuples

$$
\begin{array}{r|l}
1 & \mathbf{e}_{00} \\
\mathbf{e}_{1}, \mathbf{e}_{2} & \mathbf{e}_{10}, \mathbf{e}_{01} \\
\mathbf{e}_{12} & \mathbf{e}_{11}
\end{array}
$$

and verify the multiplication rule

$$
\mathbf{e}_{\underline{a}} \mathbf{e}_{\underline{b}}=w_{\underline{a}}(h(\underline{b})) \mathbf{e}_{\underline{a} \oplus \underline{b}} .
$$

For an alternative representation reorder the basis elements by the formula

$$
\tilde{\mathbf{e}}_{\underline{a}}=\mathbf{e}_{g(\underline{a})} \quad \text { or } \quad \mathbf{e}_{\underline{a}}=\tilde{\mathbf{e}}_{h(\underline{a})}
$$

to get the correspondences

$$
\begin{array}{r|l}
1 & \tilde{\mathbf{e}}_{00} \\
\mathbf{e}_{1}, \mathbf{e}_{2} & \tilde{\mathbf{e}}_{11}, \tilde{\mathbf{e}}_{01} \\
\mathbf{e}_{12} & \tilde{\mathbf{e}}_{10} .
\end{array}
$$

This yields the multiplication rule

$$
\tilde{\mathbf{e}}_{\underline{a}} \tilde{\mathrm{e}}_{\underline{b}}=\tilde{w}_{\underline{a}}(\underline{b}) \tilde{\mathbf{e}}_{\underline{a} \oplus \underline{b}} .
$$

### 21.3 Clifford multiplication

In general, consider the Clifford algebra $\mathcal{C} \ell_{0, n}$ with $n$ generators $\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}$ such that

$$
\begin{aligned}
& \mathbf{e}_{i}^{2}=-1 \text { for } i=1,2, \ldots, n \\
& \mathbf{e}_{i} \mathbf{e}_{j}=-\mathbf{e}_{j} \mathbf{e}_{i} \text { for } i \neq j
\end{aligned}
$$

Theorem 1. If a real $2^{n}$-dimensional algebra $A$ has the multiplication rule

$$
\mathbf{e}_{\underline{a}} \mathbf{e}_{\underline{b}}=w_{\underline{a}}(h(b)) \mathbf{e}_{\underline{a} \oplus \underline{b}}
$$

between the basis elements labelled by the binary $n$-tuples, then $A$ is isomorphic to the Clifford algebra $\mathcal{C} \ell_{0, n}$.

Proof. It is sufficient to show that $A$ is associative, has a unit element and is generated by $n$ anticommuting elements with square -1 .

The element $\mathbf{e}_{\underline{0}}=\mathbf{e}_{000 \ldots 00}$ is the unit, since $\mathbf{e}_{\underline{a}} \mathbf{e}_{\underline{0}}=w_{\underline{a}}(h(\underline{0})) \mathbf{e}_{\underline{a} \oplus \underline{0}}=w_{\underline{0}}(\underline{0}) \mathbf{e}_{\underline{a}}=$ $+\mathrm{e}_{\underline{a}}$ and similarly $\mathbf{e}_{\underline{0}} \mathbf{e}_{\underline{a}}=+\mathrm{e}_{\underline{a}}$. The $n$ basis elements

$$
\mathbf{e}_{100 \ldots 00}, \mathbf{e}_{010 \ldots .00}, \ldots, \mathbf{e}_{000 \ldots 01}
$$

generate by definition all of $A$. Each generator has square - $\mathbf{e}_{\underline{0}}$; in particular for the $i$ : th generator $\mathbf{e}_{\underline{a}}$

$$
\underline{a}=\underset{1}{00 \ldots 010} \underset{i}{\ldots 00} \quad h(\underline{a})=\underset{1}{00} \ldots \underset{i}{0} \ldots \underset{n}{1}
$$

and so $w_{\underline{a}}(h(\underline{a}))=-1$, from which one concludes that $\mathbf{e}_{\underline{a}} \mathbf{e}_{\underline{a}}=w_{\underline{a}}(h(\underline{a})) \mathbf{e}_{\underline{a} \oplus \underline{a}}=$ - $_{\underline{0}}$. In a similar manner one finds that generators anticommute with each other.

Finally, $A$ is associative, since for three arbitrary basis elements $\mathbf{e}_{\underline{a}}, \mathbf{e}_{\underline{b}}, \mathbf{e}_{\underline{c}}$ the condition $\left(\mathbf{e}_{\underline{a}} \mathbf{e}_{\underline{b}}\right) \mathbf{e}_{\underline{c}}=\mathbf{e}_{\underline{a}}\left(\mathbf{e}_{\underline{b}} \mathbf{e}_{\underline{c}}\right)$ is equivalent to

$$
w_{\underline{a}}(h(\underline{b})) w_{\underline{a} \oplus \underline{b}}(h(\underline{c}))=w_{\underline{a}}(h(\underline{b} \oplus \underline{c})) w_{\underline{b}}(h(\underline{c})),
$$

which is a consequence of $w_{\underline{a} \oplus \underline{b}}(\underline{x})=w_{\underline{a}}(\underline{x}) w_{\underline{b}}(\underline{x})$ and $w_{\underline{a}}(\underline{x} \oplus \underline{y})=w_{\underline{a}}(\underline{x}) w_{\underline{a}}(\underline{y})$ and $h$ being a group isomorphism.

It is convenient to assume the correspondences

$$
\mathbf{e}_{i}=\underset{1}{\mathbf{e}_{00 \ldots 010 \ldots 00}} \text { for } i=1,2, \ldots, n
$$

between the ordinary and binary representations of the generators of the Clifford algebra $\mathcal{C} \ell_{0, n}$. Then the basis elements of $\mathcal{C} \ell_{0, n}$ are labelled by the binary $n$-tuples $\underline{a}=a_{1} a_{2} \ldots a_{n}$ as follows:

$$
\mathbf{e}_{\underline{a}}=\mathbf{e}_{1}^{a_{1}} \mathbf{e}_{2}^{a_{2}} \ldots \mathbf{e}_{n}^{a_{n}}, \quad a_{i}=0,1
$$

Since the Gray code is a group isomorphism among the binary $n$-tuples, we can reorder the basis of the Clifford algebra $\mathcal{C} \ell_{0, n}$ by

$$
\tilde{\mathbf{e}}_{\underline{a}}=\mathbf{e}_{g(\underline{a})} .
$$

This reordering results in a simple multiplication formula:
Corollary. The product of the basis elements of the Clifford algebra $\mathcal{C} \ell_{0, n}$ is given by

$$
\tilde{\mathbf{e}}_{\underline{a}} \tilde{\mathrm{e}}_{\underline{b}}=\tilde{w}_{\underline{a}}(\underline{b}) \tilde{\mathbf{e}}_{\underline{a} \oplus \underline{b}} .
$$

Proof.

$$
\tilde{\mathbf{e}}_{\underline{a}} \tilde{\mathbf{e}}_{\underline{b}}=\mathbf{e}_{g(\underline{a})} \mathbf{e}_{g(\underline{b})}=w_{g(\underline{a})}(h(g(\underline{b}))) \mathbf{e}_{g(\underline{a}) \oplus g(\underline{b})}
$$

$$
=w_{g(\underline{a})}(\underline{b}) \mathbf{e}_{g(\underline{a} \oplus \underline{b})}=\tilde{w}_{\underline{a}}(\underline{b}) \tilde{\mathbf{e}}_{\underline{a} \oplus \underline{b}} .
$$

If you choose the signs in $\mathbf{e}_{\underline{a}} \mathbf{e}_{\underline{b}}= \pm \mathbf{e}_{\underline{a} \oplus \underline{b}}$ in some other way, you get other algebras than $\mathcal{C} \ell_{0, n}$. For instance, the Clifford algebra $\mathcal{C} \ell_{p, q}$ over the quadratic form $x_{1}^{2}+\ldots+x_{p}^{2}-x_{p+1}^{2}-\ldots-x_{p+q}^{2}$ has the multiplication formula

$$
\mathbf{e}_{\underline{a}} \mathbf{e}_{\underline{b}}=(-1)^{\sum_{i=1}^{p} a_{\imath} b_{\boldsymbol{b}}} w_{\underline{a}}(h(\underline{b})) \mathbf{e}_{\underline{a} \oplus \underline{b}} .
$$

Of course, this might also be written without Walsh functions:

$$
\mathbf{e}_{\underline{a}} \mathbf{e}_{\underline{b}}=(-1)^{\sum_{i=p+1}^{n} a_{i} b_{1}}(-1)^{\sum_{i>j} a_{i} b_{j}} \mathbf{e}_{\underline{a} \oplus \underline{b}},
$$

a formula essentially obtained by Brauer \& Weyl 1935. See also Artin 1957 and Delanghe \& Brackx 1978 for a related definition of the product on the Clifford algebras (based on sums of multi-indices).

### 21.4 An iterative process to form Clifford algebras

Clifford algebras can be obtained by a method analogous to the Cayley-Dickson process. Consider pairs ( $u, v$ ) of elements $u$ and $v$ in the Clifford algebra $\mathcal{C} \ell_{p, q}$. Define a product for two such pairs,

$$
\left(u_{1}, v_{1}\right)\left(u_{2}, v_{2}\right)=\left(u_{1} u_{2} \pm v_{1} \hat{v}_{2}, u_{1} v_{2}+v_{1} \hat{u}_{2}\right)
$$

where $u \rightarrow \hat{u}$ is the grade involution of $\mathcal{C} \ell_{p, q}$. This results in an algebra isomorphic to the Clifford algebra

$$
\mathcal{C} \ell_{p+1, q}
$$

or

$$
\mathcal{C} \ell_{p, q+1}
$$

according to the $\pm$ sign. This iterative process could be repeated by noting that $(u, v)^{\wedge}=(\hat{u},-\hat{v})$.

For more details on the Clifford algebras see Micali \& Revoy 1977 and Porteous 1969, 1981.

## Some Clifford-like Algebras

All the above algebras are special cases of the following. Let $A$ be a real linear space of dimension $2^{n}$. Label a basis for $A$ by binary $n$-tuples $\underline{a}$ to get the basis elements $\mathbf{e}_{\underline{a}}$. Then define a multiplication between the basis elements $\mathbf{e}_{\underline{a}}$ and extend it to all of $A$ by linearity. The definition is of the form

$$
\mathbf{e}_{\underline{a}} \mathbf{e}_{\underline{b}}= \pm \mathbf{e}_{\underline{a} \oplus \underline{b}}
$$

for a certain choice of signs. Then the algebra $A$ is a direct sum of the 1dimensional subspaces $U_{\underline{a}}$, spanned by $\mathbf{e}_{\underline{a}}$, satisfying

$$
U_{\underline{a}} U_{\underline{b}} \subset U_{\underline{a} \oplus \underline{b}} .
$$

In other words $A$ is an algebra graded by the abelian group of binary $n$-tuples $\Omega$. This grading is maximal (Kwasniewski 1985), and these algebras will be called Clifford-like algebras. Next we shall study some Clifford-like algebras.

### 21.5 Cayley-Dickson process

Consider a generalized quaternion ring $Q$ with $i^{2}=\gamma_{1}, j^{2}=\gamma_{2}$ and $k^{2}=\gamma_{1} \gamma_{2}$, where $\gamma_{1}, \gamma_{2}= \pm 1$. The conjugation-involution $u \rightarrow u^{L}$ of $Q$ is given by

$$
i^{L}=-i, \quad j^{L}=-j, \quad k^{L}=-k
$$

Introduce a multiplication in the 8 -dimensional real linear space $Q \times Q$ by the formula

$$
\left(u_{1}, v_{1}\right) \circ\left(u_{2}, v_{2}\right)=\left(u_{1} u_{2}+\gamma_{3} v_{2}^{L} v_{1}, v_{2} u_{1}+v_{1} u_{2}^{L}\right)
$$

where $\gamma_{3}= \pm 1$. Inducing an anti-involution $(u, v)^{L}=\left(u^{L},-v\right)$ of $Q \times Q=$ $C D\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right)$ makes it possible to repeat this Cayley-Dickson process to get an algebra $C D\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}\right)$, where $\gamma_{i}= \pm 1$. In fact, the Cayley-Dickson process could be started with $\mathbb{R}$ to give $C D\left(\gamma_{1}\right)$ and $Q=C D\left(\gamma_{1}, \gamma_{2}\right)$.
Example. $C D(-1) \simeq \mathbb{C}, C D(-1,-1) \simeq \mathbb{H}$, and $C D(-1,-1,-1) \simeq \mathbb{O}$, the real 8-dimensional alternative division algebra of octonions (Porteous 1969, 1981).

The algebras $C D\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}\right)$ obtained by the Cayley-Dickson process are simple flexible algebras of dimension $2^{n}$ (Schafer 1954). Every element of such an algebra satisfies a quadratic equation with real coefficients.

### 21.6 Binary representation of the Cayley-Dickson process

The algebras formed by the Cayley-Dickson process are Clifford-like algebras. For instance, choose a basis of $C D\left(\gamma_{1}\right)=\mathbb{R} \times \mathbb{R}$,

$$
\mathbf{e}_{0}=(1,0), \quad \mathbf{e}_{1}=(0,1)
$$

and introduce the multiplication rule

$$
\mathbf{e}_{\underline{a}} \mathbf{e}_{\underline{b}}=\gamma_{1}^{a_{1} b_{1}} \mathbf{e}_{\underline{a} \oplus \underline{b}} \quad\left(\underline{a}=a_{1}, \underline{b}=b_{1}\right) .
$$

The involution is given by

$$
\mathbf{e}_{0}^{L}=(1,0)=\mathbf{e}_{0}, \quad \mathbf{e}_{1}^{L}=(0,-1)=-\mathbf{e}_{1}
$$

or in a condensed form $\mathbf{e}_{\underline{a}}^{L}=(-1)^{a_{1}} \mathbf{e}_{\underline{a}}$.
Theorem 2. A Clifford-like algebra $A, \operatorname{dim} A=2^{n}$, with multiplication rule

$$
\begin{aligned}
& \mathbf{e}_{\underline{a}} \mathbf{e}_{\underline{b}}=f(\underline{a}, \underline{b}) \mathbf{e}_{\underline{a} \oplus \underline{b}} \\
& f(\underline{a}, \underline{b})=(-1)^{\sum_{i=1}^{n-1}\left(\left(S_{\mathfrak{l}}(\underline{a})+S_{\mathfrak{t}}(\underline{b})+S_{\mathfrak{t}}(\underline{a} \oplus \underline{b})\right) b_{i+1}+S_{\mathfrak{l}}(\underline{b}) a_{i+1}\right)} \times \prod_{i=1}^{n} \gamma_{i}^{a_{1} b_{\mathrm{t}}}
\end{aligned}
$$

where $S_{i}(\underline{a})$ is the maximum of $a_{j}$ for $1 \leq j \leq i$, is isomorphic to the CayleyDickson algebra $C D\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}\right)$. The anti-involution is

$$
\mathbf{e}_{\underline{a}}^{L}=(-1)^{S_{n}(\underline{a})} \mathbf{e}_{\underline{a}} .
$$

Proof. The first case of the mathematical induction is proved in the example above.

Assume that the statement holds up to the $n$ :th step, and apply the CayleyDickson process. If the new basis elements are denoted by

$$
\mathbf{e}_{a_{1} a_{2} \ldots a_{n} a_{n+1}}= \begin{cases}\left(\mathbf{e}_{\underline{a}}, 0\right), & a_{n+1}=0 \\ \left(0, \mathbf{e}_{\underline{a}}\right), & a_{n+1}=1\end{cases}
$$

or $\mathbf{e}_{\underline{a} a_{n+1}}=\mathbf{e}_{a_{1} a_{2} \ldots a_{n} a_{n+1}}$ for short, then

$$
\begin{aligned}
& \mathbf{e}_{\underline{a} 0} \mathbf{e}_{\underline{b} 0}=\left(\mathbf{e}_{\underline{a}}, 0\right)\left(\mathbf{e}_{\underline{b}}, 0\right)=\left(\mathbf{e}_{\underline{a}} \mathbf{e}_{\underline{b}}, 0\right)=f(\underline{a}, \underline{b})\left(\mathbf{e}_{\underline{a}} \oplus \underline{b}, 0\right)=f(\underline{a}, \underline{b}) \mathbf{e}_{\underline{a} \oplus \underline{b} 0} \\
& \mathbf{e}_{\underline{a} 1} \mathbf{e}_{\underline{b} 0}=\left(0, \mathbf{e}_{\underline{a}}\right)\left(\mathbf{e}_{\underline{b}}, 0\right)=\left(0, \mathbf{e}_{\underline{a}} \mathbf{e}_{\underline{b}}^{L}\right)=(-1)^{S_{n}(\underline{b})} f(\underline{a}, \underline{b}) \mathbf{e}_{\underline{a}} \oplus \underline{b} 1 \\
& \mathbf{e}_{\underline{a} 0} \mathbf{e}_{\underline{b} 1}=\left(\mathbf{e}_{\underline{a}}, 0\right)\left(0, \mathbf{e}_{\underline{b}}\right)=\left(0, \mathbf{e}_{\underline{b}} \mathbf{e}_{\underline{a}}\right)=f(\underline{b}, \underline{a}) \mathbf{e}_{\underline{a} \oplus \underline{b} 1} \\
& \mathbf{e}_{\underline{a} 1} \mathbf{e}_{\underline{b} 1}=\left(0, \mathbf{e}_{\underline{a}}\right)\left(0, \mathbf{e}_{\underline{b}}\right)=\left(\gamma_{n+1} \mathbf{e}_{\underline{b}}^{L} \mathbf{e}_{\underline{a}}, 0\right)=\gamma_{n+1}(-1)^{S_{n}(\underline{b})} f(\underline{b}, \underline{a}) \mathbf{e}_{\underline{a_{\underline{0}}} \oplus \underline{b} 0} .
\end{aligned}
$$

These four equations can be condensed into one equation

$$
\begin{aligned}
& \mathbf{e}_{\underline{a} a_{n+1}} \mathbf{e}_{\underline{b} b_{n+1}} \\
& \quad=f(\underline{a}, \underline{b})^{1-b_{n+1}} f(\underline{b}, \underline{a})^{b_{n+1}} \times \gamma_{n+1}^{a_{n+1} b_{n+1}}(-1)^{a_{n+1} S_{n}(\underline{b})} \mathbf{e}_{\underline{a} \oplus \underline{b}\left(a_{n+1} \oplus b_{n+1}\right)}
\end{aligned}
$$

where

$$
f(\underline{b}, \underline{a})=f(\underline{a}, \underline{b})(-1)^{S_{n}(\underline{a})+S_{n}(\underline{b})+S_{n}(\underline{a} \oplus \underline{b})}
$$

which is a consequence of $\left(\mathbf{e}_{\underline{a}} \mathbf{e}_{\underline{b}}\right)^{L}=\mathbf{e}_{\underline{b}}^{L} \mathbf{e}_{\underline{a}}^{L}$. Thus we have proved the desired multiplication rule in the case $n+1$. The induced anti-involution is also of the assumed type:

$$
\begin{aligned}
& \mathbf{e}_{\underline{a} 0}^{L}=\left(\mathbf{e}_{\underline{a}}^{L}, 0\right)=(-1)^{S_{n}(\underline{a})} \mathbf{e}_{\underline{a} 0} \\
& \mathbf{e}_{\underline{a} 1}^{L}=\left(0,-\mathbf{e}_{\underline{a}}\right)=-\mathbf{e}_{\underline{a} 1}
\end{aligned}
$$

or in a condensed form

$$
\mathbf{e}_{\underline{a} a_{n+1}}^{L}=(-1)^{\max \left(S_{n}(\underline{a}), a_{n+1}\right)} \mathbf{e}_{\underline{a} a_{n+1}} .
$$

The algebra $C D\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}\right)$ is generated by an $n$-dimensional vector space, whose elements

$$
x_{1} \mathbf{e}_{100 \ldots 00}+x_{2} \mathbf{e}_{010 \ldots 00}+\ldots+x_{n} \mathbf{e}_{000 \ldots 01}
$$

have squares $\left(\gamma_{1} x_{1}^{2}+\gamma_{2} x_{2}^{2}+\ldots+\gamma_{n} x_{n}^{2}\right) \mathbf{e}_{\underline{0}}$. In contrast to the Clifford algebras, different orderings of the parameters $\gamma_{i}$ in $C D\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}\right)$ may result in non-isomorphic algebras in the case where $n>3$.

Another construction relating Clifford algebras and Cayley-Dickson algebras is found in Wene 1984.

For more details of the algebraic extensions of the group of binary $n$-tuples $\Omega$ see Hagmark 1980.
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## Chevalley's Construction and Characteristic 2

Consider an $n$-dimensional linear space $V$ over a field $\mathbb{F}$, char $\mathbb{F} \neq 2$, and the symmetric bilinear form

$$
<\mathbf{x}, \mathbf{y}>=\frac{1}{2}[Q(\mathbf{x}+\mathbf{y})-Q(\mathbf{x})-Q(\mathbf{y})]
$$

associated with the quadratic form $Q$. Later in this chapter we will discuss the case char $\mathbb{F}=2$. As before, we denote the exterior algebra of $V$ by $\Lambda V$ and the Clifford algebra of $Q$, with $\mathbf{x}^{2}=Q(\mathbf{x})$, by $\mathcal{C} \ell(Q)$ or $\mathcal{C} \ell_{p, q}$ when $V=\mathbb{R}^{p, q}$ and

$$
Q(\mathbf{x})=x_{1}^{2}+x_{2}^{2}+\ldots+x_{p}^{2}-x_{p+1}^{2}-\ldots-x_{p+q}^{2}, \quad n=p+q
$$

We shall construct a natural linear isomorphism $\wedge V \rightarrow \mathcal{C} \ell(Q)$, review how Riesz goes backwards and derives $\wedge V$ from $\mathcal{C} \ell(Q)$ and compare Riesz's method to an alternative construction due to Chevalley but known to some theoretical physicists in the disguise of the Kähler-Atiyah isomorphism.

### 22.1 Construction of the linear isomorphism $\wedge V \rightarrow \mathcal{C} \ell(Q)$

Here we start from the exterior algebra $\Lambda V$. Recall that a $k$-vector $\mathbf{a} \in \bigwedge^{k} V$ has the grade involute $\hat{\mathbf{a}}=(-1)^{k} \mathbf{a}$ and the reverse $\tilde{\mathbf{a}}=(-1)^{\frac{1}{2} k(k-1)} \mathbf{a}$. The symmetric bilinear form associated with $Q$ on $V$ can be extended to simple $k$-vectors in $\Lambda^{k} V$ by way of

$$
\left\langle\mathbf{x}_{1} \wedge \mathbf{x}_{2} \wedge \ldots \wedge \mathbf{x}_{k}, \mathbf{y}_{1} \wedge \mathbf{y}_{2} \wedge \ldots \wedge \mathbf{y}_{k}\right\rangle=\operatorname{det}\left\langle\mathbf{x}_{i}, \mathbf{y}_{j}\right\rangle
$$

where

$$
\operatorname{det}\left\langle\mathbf{x}_{i}, \mathbf{y}_{j}\right\rangle=\left|\begin{array}{cccc}
\left.<\mathbf{x}_{1}, \mathbf{y}_{1}\right\rangle & \left\langle\mathbf{x}_{1}, \mathbf{y}_{2}\right\rangle & \cdots & \left.<\mathbf{x}_{1}, \mathbf{y}_{k}\right\rangle \\
\left.<\mathbf{x}_{2}, \mathbf{y}_{1}\right\rangle & \left.<\mathbf{x}_{2}, \mathbf{y}_{2}\right\rangle & \cdots & \left.<\mathbf{x}_{2}, \mathbf{y}_{k}\right\rangle \\
\vdots & \vdots & \ddots & \vdots \\
\left.<\mathbf{x}_{k}, \mathbf{y}_{1}\right\rangle & \left.<\mathbf{x}_{k}, \mathbf{y}_{2}\right\rangle & \cdots & \left.<\mathbf{x}_{k}, \mathbf{y}_{k}\right\rangle
\end{array}\right|
$$

and further by linearity to all of $\bigwedge^{k} V$ and by orthogonality to all of $\Lambda V$.
Example. Let $Q\left(x_{1} \mathbf{e}_{1}+x_{2} \mathbf{e}_{2}\right)=a x_{1}^{2}+b x_{2}^{2}$. Then $\langle\mathbf{x}, \mathbf{y}\rangle=a x_{1} y_{1}+b x_{2} y_{2}$ and $\mathbf{x} \wedge \mathbf{y}=\left(x_{1} y_{2}-x_{2} y_{1}\right) \mathbf{e}_{1} \wedge \mathbf{e}_{2}$. The identity $\left(a x_{1}^{2}+b x_{2}^{2}\right)\left(a y_{1}^{2}+b y_{2}^{2}\right)=\left(a x_{1} y_{1}+\right.$ $\left.b x_{2} y_{2}\right)^{2}+a b\left(x_{1} y_{2}-x_{2} y_{1}\right)^{2}$ can be written as $Q(\mathbf{x}) Q(\mathbf{y})=\langle\mathbf{x}, \mathbf{y}\rangle^{2}+Q(\mathbf{x} \wedge \mathbf{y})$, where $Q(\mathbf{x} \wedge \mathbf{y})=a b\left(x_{1} y_{2}-x_{2} y_{1}\right)^{2}$.

In the case of a non-degenerate $Q$ on $V$ we can introduce the dual of the exterior product called the left contraction $u\lrcorner v$ of $v \in \Lambda V$ by $u \in \Lambda V$ through the requirement

$$
\langle u\lrcorner v, w\rangle=\langle v, \tilde{u} \wedge w\rangle \quad \text { for all } \quad w \in \bigwedge V
$$

Examples. 1. Let $\mathbf{x}, \mathbf{y} \in V, w \in \mathbb{F}$. Then $\langle\mathbf{x}\lrcorner \mathbf{y}, w\rangle=\langle\mathbf{y}, \mathbf{x} \wedge w\rangle=$ $\langle\mathbf{y}, \mathbf{x} w\rangle=\langle\mathbf{y}, \mathbf{x}\rangle w$ and since $\langle\mathbf{x}\lrcorner \mathbf{y}, w\rangle=\langle\mathbf{x}\lrcorner \mathbf{y}, 1\rangle w$ we have the rule $\mathbf{x}\lrcorner \mathbf{y}=\langle\mathbf{x}, \mathbf{y}\rangle$.
2. Let $\mathbf{x}, \mathbf{y}, \mathbf{z}, \mathbf{w} \in V$. Then $\langle\mathbf{x}\lrcorner(\mathbf{y} \wedge \mathbf{z}), \mathbf{w}\rangle=\langle\mathbf{y} \wedge \mathbf{z}, \mathbf{x} \wedge \mathbf{w}\rangle$

$$
=\left|\begin{array}{ll}
\langle\mathbf{y}, \mathbf{x}\rangle & \langle\mathbf{y}, \mathbf{w}\rangle \\
\langle\mathbf{z}, \mathbf{x}\rangle & <\mathbf{z}, \mathbf{w}\rangle
\end{array}\right|
$$

$=(\mathbf{x}\lrcorner \mathbf{y})\langle\mathbf{z}, \mathbf{w}\rangle-(\mathbf{x}\lrcorner \mathbf{z})<\mathbf{y}, \mathbf{w}\rangle=\langle(\mathbf{x}\lrcorner \mathbf{y}) \mathbf{z}-(\mathbf{x}\lrcorner \mathbf{z}) \mathbf{y}, \mathbf{w}\rangle$ and so we have the rule $\mathbf{x}\lrcorner(\mathbf{y} \wedge \mathbf{z})=(\mathbf{x}\lrcorner \mathbf{y}) \mathbf{z}-(\mathbf{x}\lrcorner \mathbf{z}) \mathbf{y}$.
3. Let $\mathbf{x} \in V, \mathbf{x}_{i} \in V$ and $w=\mathbf{w}_{1} \wedge \mathbf{w}_{2} \wedge \ldots \wedge \mathbf{w}_{k-1} \in \wedge^{k-1} V$. Then $\left.\langle\mathbf{x}\lrcorner\left(\mathbf{x}_{1} \wedge \mathbf{x}_{2} \wedge \ldots \wedge \mathbf{x}_{k}\right), w\right\rangle=\left\langle\mathbf{x}_{1} \wedge \mathbf{x}_{2} \wedge \ldots \wedge \mathbf{x}_{k}, \mathbf{x} \wedge \mathbf{w}_{1} \wedge \mathbf{w}_{2} \wedge \ldots \wedge \mathbf{w}_{k-1}\right\rangle$

$$
\begin{aligned}
& =\left|\begin{array}{ccccc}
<\mathbf{x}_{1}, \mathbf{x}> & \left.<\mathbf{x}_{1}, \mathbf{w}_{1}\right\rangle & \left.<\mathbf{x}_{1}, \mathbf{w}_{2}\right\rangle & \cdots & \left.<\mathbf{x}_{1}, \mathbf{w}_{k-1}\right\rangle \\
<\mathbf{x}_{2}, \mathbf{x}> & \left.<\mathbf{x}_{2}, \mathbf{w}_{1}\right\rangle & <\mathbf{x}_{2}, \mathbf{w}_{2}> & \cdots & <\mathbf{x}_{2}, \mathbf{w}_{k-1}> \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
<\mathbf{x}_{k}, \mathbf{x}> & \left.<\mathbf{x}_{k}, \mathbf{w}_{1}\right\rangle & <\mathbf{x}_{k}, \mathbf{w}_{2}> & \cdots & <\mathbf{x}_{k}, \mathbf{w}_{k-1}>
\end{array}\right| \\
& \left.=\sum_{i=1}^{k}(-1)^{i-1}<\mathbf{x}, \mathbf{x}_{i}\right\rangle<\mathbf{x}_{1} \wedge \mathbf{x}_{2} \wedge \ldots \wedge \mathbf{x}_{i-1} \wedge \mathbf{x}_{i+1} \wedge \ldots \wedge \mathbf{x}_{k}, w>
\end{aligned}
$$

and so

$$
\begin{aligned}
& \mathbf{x}\lrcorner\left(\mathbf{x}_{1} \wedge \mathbf{x}_{2} \wedge \ldots \wedge \mathbf{x}_{k}\right) \\
& \quad=\sum_{i=1}^{k}(-1)^{i-1}<\mathbf{x}, \mathbf{x}_{i}>\mathbf{x}_{1} \wedge \mathbf{x}_{2} \wedge \ldots \wedge \mathbf{x}_{i-1} \wedge \mathbf{x}_{i+1} \wedge \ldots \wedge \mathbf{x}_{k} .
\end{aligned}
$$

4. $\mathbf{x}\lrcorner(u \wedge v)=\mathbf{x}\lrcorner\left(\left(\mathbf{u}_{1} \wedge \mathbf{u}_{2} \wedge \ldots \wedge \mathbf{u}_{i}\right) \wedge\left(\mathbf{v}_{1} \wedge \mathbf{v}_{2} \wedge \ldots \wedge \mathbf{v}_{j}\right)\right)$

$$
\left.=\sum_{k=1}^{i}(\mathbf{x}\lrcorner \mathbf{u}_{k}\right)(-1)^{k-1} \mathbf{u}_{1} \wedge \mathbf{u}_{2} \wedge \ldots \wedge \mathbf{u}_{k-1} \wedge \mathbf{u}_{k+1} \wedge \ldots \wedge \mathbf{u}_{i} \wedge v
$$

$$
\begin{aligned}
& \left.+(-1)^{i} \sum_{k=1}^{j}(\mathbf{x}\lrcorner \mathbf{v}_{k}\right)(-1)^{k-1} u \wedge \mathbf{v}_{1} \wedge \mathbf{v}_{2} \wedge \ldots \wedge \mathbf{v}_{k-1} \wedge \mathbf{v}_{k+1} \wedge \ldots \wedge \mathbf{v}_{j} \\
= & \left.(\mathbf{x}\lrcorner u) \wedge v+(-1)^{i} u \wedge(\mathbf{x}\lrcorner v\right) . \\
\text { 5. }< & <(u \wedge v)\lrcorner w, z>=\left\langle w,(u \wedge v)^{\sim} \wedge z>=<w, \tilde{v} \wedge \tilde{u} \wedge z>=<v\right\lrcorner w, \tilde{u} \wedge z> \\
= & <u\lrcorner(v\lrcorner w), z>\text { and so }(u \wedge v)\lrcorner w=u\lrcorner(v\lrcorner w) .
\end{aligned}
$$

In the case of a non-degenerate $Q$ we have verified the following properties of the contraction:

$$
\begin{align*}
& \mathbf{x}\lrcorner \mathbf{y}=\langle\mathbf{x}, \mathbf{y}\rangle \quad \text { for } \quad \mathbf{x}, \mathbf{y} \in V  \tag{a}\\
& \mathbf{x}\lrcorner(u \wedge v)=(\mathbf{x}\lrcorner u) \wedge v+\hat{u} \wedge(\mathbf{x}\lrcorner v)  \tag{b}\\
& (u \wedge v)\lrcorner w=u\lrcorner(v\lrcorner w) \quad \text { for } \quad u, v, w \in \wedge V \tag{c}
\end{align*}
$$

(see Helmstetter 1982). These properties also determine the contractionuniquely for an arbitrary, not necessarily non-degenerate $Q$. The identity $(c)$ introduces a scalar multiplication on $\wedge V$ making it a left module over $\wedge V$. The identity (b) means that contraction by $\mathbf{x} \in V$ operates like a derivation. Evidently, $\mathbf{x}\lrcorner \mathbf{a} \in \Lambda^{k-1} V$ for $\mathbf{a} \in \Lambda^{k} V$.

Introduce the Clifford product of $\mathbf{x} \in V$ and $u \in \Lambda V$ by

$$
\mathbf{x} u=\mathbf{x} \wedge u+\mathbf{x}\lrcorner u
$$

and extend this product by linearity and associativity to all of $\Lambda V$, which then becomes, as an associative algebra, isomorphic to $\mathcal{C} \ell(Q)$. For instance, the product of a simple bivector $\mathbf{x} \wedge \mathbf{y} \in \Lambda^{2} V$ and an arbitrary element $u \in \Lambda V$ is given by

$$
(\mathbf{x} \wedge \mathbf{y}) u=\mathbf{x} \wedge \mathbf{y} \wedge u+\mathbf{x} \wedge(\mathbf{y}\lrcorner u)-\mathbf{y} \wedge(\mathbf{x}\lrcorner u)+\mathbf{x}\lrcorner(\mathbf{y}\lrcorner u)
$$

where we have first expanded $(\mathbf{x} \wedge \mathbf{y}) u=(\mathbf{x y}-\mathbf{x}\lrcorner \mathbf{y}) u$, then used

$$
\mathbf{x}(\mathbf{y} u)=\mathbf{x} \wedge \mathbf{y} \wedge u+\mathbf{x} \wedge(\mathbf{y}\lrcorner u)+\mathbf{x}\lrcorner(\mathbf{y} \wedge u)+\mathbf{x}\lrcorner(\mathbf{y}\lrcorner u)
$$

and the derivation rule $\mathbf{x}\lrcorner(\mathbf{y} \wedge u)=(\mathbf{x}\lrcorner \mathbf{y}) \wedge u-\mathbf{y} \wedge(\mathbf{x}\lrcorner u)$.
Exercises $1,2, \ldots, 10$
Remark. Some authors use, instead of the left and right contractions, a more symmetric dot product in $\mathcal{C} \ell(Q)$, defined by the Clifford product for homogeneous elements as (char $\neq 2$ )

$$
\mathbf{a} \cdot \mathbf{b}=\langle\mathbf{a b}\rangle_{|i-j|}, \quad \mathbf{a} \in \bigwedge^{i} V, \mathbf{b} \in \bigwedge^{j} V,
$$

### 22.2 Chevalley's identification of $\mathcal{C} \ell(Q) \subset \operatorname{End}(\wedge V)$

and extended by linearity to all of $\mathcal{C} \ell(Q)$. The relation between the dot product and the contractions,

$$
u \cdot v=u\lrcorner v+u\llcorner v-\langle u, \tilde{v}\rangle
$$

shows that the dot product cannot be expected to have properties, which can be easily proved (using the more fundamental contractions). Some authors try to make the dot product look like derivation, and define exceptionally $\lambda \cdot u=0$, $u \cdot \lambda=0$ for $\lambda \in \mathbb{F}$. This only makes things worse, because for this dot product the relation to the contractions is still more complicated:

$$
u \cdot v=u\lrcorner v+u\left\llcorner v-\langle u, \tilde{v}\rangle-\langle u\rangle_{0} v-u\langle v\rangle_{0}+\langle u\rangle_{0}\langle v\rangle_{0} .\right.
$$

### 22.2 Chevalley's identification of $\mathcal{C} \ell(Q) \subset \operatorname{End}(\wedge V)$

Chevalley $1954 \mathrm{pp} .38-42$ tried to include the characteristic 2 by embedding the Clifford algebra $\mathcal{C} \ell(Q)$ into the endomorphism algebra $\operatorname{End}(\bigwedge V)$ of the exterior algebra $\Lambda V$. He introduced a linear operator $L_{\mathbf{x}}^{\prime}=\varphi_{\mathbf{x}} \in \operatorname{End}(\Lambda V)$ such that

$$
\left.\varphi_{\mathbf{x}}(u)=\mathbf{x} \wedge u+\mathbf{x}\right\lrcorner u \text { for } \mathbf{x} \in V, u \in \bigwedge V
$$

From the derivation rule $\mathbf{x}\lrcorner(\mathbf{x} \wedge u)=(\mathbf{x}\lrcorner \mathbf{x}) \wedge u-\mathbf{x} \wedge(\mathbf{x}\lrcorner u)$ and $\mathbf{x} \wedge \mathbf{x} \wedge u=0$, $\mathbf{x}\lrcorner(\mathbf{x}\lrcorner u)=0$ we can conclude the identity $\left(\varphi_{\mathbf{x}}\right)^{2}=Q(\mathbf{x})$. Chevalley's inclusion $\operatorname{map} V \rightarrow \operatorname{End}(\bigwedge V), \mathbf{x} \rightarrow \varphi_{\mathbf{x}}$ is then a Clifford map and can be extended to an algebra homomorphism $\psi: \mathcal{C} \ell(Q) \rightarrow \operatorname{End}(\wedge V)$, whose image evaluated at $1 \in \bigwedge V$ yields the map $\phi: \operatorname{End}(\bigwedge V) \rightarrow \bigwedge V$. The composite linear map $\theta=\phi \circ \psi$ is the right inverse of the natural map $\Lambda V \rightarrow \mathcal{C} \ell(Q)$ and

$$
\bigwedge V \rightarrow \mathcal{C} \ell(Q) \xrightarrow{\psi} \operatorname{End}(\bigwedge V) \xrightarrow{\phi} \bigwedge V
$$

is the identity mapping on $\Lambda V$. The faithful representation $\psi$ sends $\mathcal{C} \ell(Q)$ onto an isomorphic subalgebra of $\operatorname{End}(\bigwedge V)$.

Chevalley's identification also works well with a contraction defined by an arbitrary - not necessarily symmetric - bilinear form $B$ such that $B(\mathbf{x}, \mathbf{x})=$ $Q(\mathbf{x})$ and

$$
\begin{align*}
& \mathbf{x}\lrcorner \mathbf{y}=B(\mathbf{x}, \mathbf{y}) \quad \text { for } \quad \mathbf{x}, \mathbf{y} \in V  \tag{a}\\
& \mathbf{x}\lrcorner(u \wedge v)=(\mathbf{x}\lrcorner u) \wedge v+\hat{u} \wedge(\mathbf{x}\lrcorner v)  \tag{b}\\
& (u \wedge v)\lrcorner w=u\lrcorner(v\lrcorner w) \quad \text { for } \quad u, v, w \in \wedge V \tag{c}
\end{align*}
$$

(see Helmstetter 1982). As before, $\mathbf{x}\lrcorner \mathbf{a} \in \Lambda^{k-1} V$ for $\mathbf{a} \in \Lambda^{k} V$ and

$$
\begin{aligned}
\mathbf{x}\lrcorner\left(\mathbf{x}_{1}\right. & \left.\wedge \mathbf{x}_{2} \wedge \ldots \wedge \mathbf{x}_{k}\right) \\
& =\sum_{i=1}^{k}(-1)^{i-1} B\left(\mathbf{x}, \mathbf{x}_{i}\right) \mathbf{x}_{1} \wedge \mathbf{x}_{2} \wedge \ldots \wedge \mathbf{x}_{i-1} \wedge \mathbf{x}_{i+1} \wedge \ldots \wedge \mathbf{x}_{k}
\end{aligned}
$$

and the faithful representation $\psi$ sends the Clifford algebra $\mathcal{C} \ell(Q)$ onto an isomorphic subalgebra of $\operatorname{End}(\bigwedge V)$, which, however, as a subspace depends on $B$.

Remark. Chevalley introduced his identification $\mathcal{C} \ell(Q) \subset \operatorname{End}(\bigwedge V)$ in order to be able to include the exceptional case of characteristic 2. In characteristic $\neq 2$ the theory of quadratic forms is the same as the theory of symmetric bilinear forms and Chevalley's identification gives the Clifford algebra of the symmetric bilinear form $\langle\mathbf{x}, \mathbf{y}\rangle=\frac{1}{2}(B(\mathbf{x}, \mathbf{y})+B(\mathbf{y}, \mathbf{x}))$ satisfying $\mathbf{x y}+\mathbf{y x}=2\langle\mathbf{x}, \mathbf{y}\rangle$.

For arbitrary $Q$ but char $\mathbb{F} \neq 2$ there is the natural choice of the unique symmetric bilinear form $B$ such that $B(\mathbf{x}, \mathbf{x})=Q(\mathbf{x})$ giving rise to the canonical/privileged linear isomorphism $\mathcal{C} \ell(Q) \rightarrow \bigwedge V$. The case char $\mathbb{F}=2$ is quite different. In general, there are no symmetric bilinear forms such that $B(\mathbf{x}, \mathbf{x})=Q(\mathbf{x})$ and when there is such a symmetric bilinear form, it is not unique since any alternating ${ }^{1}$ bilinear form is also symmetric and could be added to the symmetric bilinear form without changing $Q$. Hence the contraction is not unique if char $\mathbb{F} \neq 2$, and there is an ambiguity in $\varphi_{\mathbf{x}}$.

In characteristic 2 the theory of quadratic forms is not the same as the theory of symmetric bilinear forms.

Example. Let $\operatorname{dim}_{\mathbb{F}} V=2, B(\mathbf{x}, \mathbf{y})=a x_{1} y_{1}+b x_{1} y_{2}+c x_{2} y_{1}+d x_{2} y_{2}$ and $Q(\mathbf{x})=B(\mathbf{x}, \mathbf{x})$. The contraction $\mathbf{x}\lrcorner \mathbf{y}=B(\mathbf{x}, \mathbf{y})$ gives the Clifford product $\mathbf{x} v=\mathbf{x} \wedge v+\mathbf{x}\lrcorner v$ of $\mathbf{x} \in V, v \in \bigwedge V$. We will determine the matrix of $v \rightarrow u v$, $u=u_{0}+u_{1} \mathbf{e}_{1}+u_{2} \mathbf{e}_{2}+u_{12} \mathbf{e}_{1} \wedge \mathbf{e}_{2}$ with respect to the basis $\left\{1, \mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{1} \wedge \mathbf{e}_{2}\right\}$ for $\Lambda V$. The matrix of $\mathbf{e}_{1}$ is obtained by the following computation:

$$
\begin{array}{lc}
\mathbf{e}_{1} 1=\mathbf{e}_{1} \wedge 1=\mathbf{e}_{1} & \text { (first column }=0100) \\
\left.\mathbf{e}_{1} \mathbf{e}_{1}=\mathbf{e}_{1}\right\lrcorner \mathbf{e}_{1}=a & \text { (second column }=a 000) \\
\left.\mathbf{e}_{1} \mathbf{e}_{2}=\mathbf{e}_{1} \wedge \mathbf{e}_{2}+\mathbf{e}_{1}\right\lrcorner \mathbf{e}_{2}=\mathbf{e}_{1} \wedge \mathbf{e}_{2}+b & \text { (third column }=b 001) \\
\left.\left.\left.\mathbf{e}_{1}\left(\mathbf{e}_{1} \wedge \mathbf{e}_{2}\right)=\mathbf{e}_{1}\right\lrcorner\left(\mathbf{e}_{1} \wedge \mathbf{e}_{2}\right)=\left(\mathbf{e}_{1}\right\lrcorner \mathbf{e}_{1}\right) \wedge \mathbf{e}_{2}-\left(\mathbf{e}_{1}\right\lrcorner \mathbf{e}_{2}\right) \wedge \mathbf{e}_{1}=a \mathbf{e}_{2}-b \mathbf{e}_{1} .
\end{array}
$$

[^42]The matrix of $e_{1} \wedge e_{2}$ is obtained by

$$
\begin{aligned}
& \left(\mathbf{e}_{1} \wedge \mathbf{e}_{2}\right) 1=\mathbf{e}_{1} \wedge \mathbf{e}_{2} \\
& \left(\mathbf{e}_{1} \wedge \mathbf{e}_{2}\right) \mathbf{e}_{1}=\left(\mathbf{e}_{1} \wedge \mathbf{e}_{2}\right) L \mathbf{e}_{1}=\mathbf{e}_{1} \wedge\left(\mathbf{e}_{2} L \mathbf{e}_{1}\right)-\mathbf{e}_{2} \wedge\left(\mathbf{e}_{1} L \mathbf{e}_{1}\right)=c \mathbf{e}_{1}-a \mathbf{e}_{2} \\
& \left.\left.\left(\mathbf{e}_{1} \wedge \mathbf{e}_{2}\right) \mathbf{e}_{2}=\left(\mathbf{e}_{1} \mathbf{e}_{2}-\mathbf{e}_{1}\right\lrcorner \mathbf{e}_{2}\right) \mathbf{e}_{2}=\mathbf{e}_{1} \mathbf{e}_{2}^{2}-\left(\mathbf{e}_{1}\right\lrcorner \mathbf{e}_{2}\right) \mathbf{e}_{2}=d \mathbf{e}_{1}-b \mathbf{e}_{2} \\
& \left.\left(\mathbf{e}_{1} \wedge \mathbf{e}_{2}\right)\left(\mathbf{e}_{1} \wedge \mathbf{e}_{2}\right)=\left(\mathbf{e}_{1} \mathbf{e}_{2}-\mathbf{e}_{1}\right\lrcorner \mathbf{e}_{2}\right)\left(\mathbf{e}_{1} \wedge \mathbf{e}_{2}\right) \\
& \left.\left.\quad \quad=\mathbf{e}_{1}\left(\mathbf{e}_{2} \wedge\left(\mathbf{e}_{1} \wedge \mathbf{e}_{2}\right)+\mathbf{e}_{2}\right\lrcorner\left(\mathbf{e}_{1} \wedge \mathbf{e}_{2}\right)\right)-\left(\mathbf{e}_{1}\right\lrcorner \mathbf{e}_{2}\right)\left(\mathbf{e}_{1} \wedge \mathbf{e}_{2}\right) \\
& \quad=\mathbf{e}_{1}\left(c \mathbf{e}_{2}-d \mathbf{e}_{1}\right)-b\left(\mathbf{e}_{1} \wedge \mathbf{e}_{2}\right)=-a d+b c+(-b+c)\left(\mathbf{e}_{1} \wedge \mathbf{e}_{2}\right) .
\end{aligned}
$$

So we have the following matrix representations:

$$
\begin{aligned}
& \mathbf{e}_{1}=\left(\begin{array}{cccc}
0 & a & b & 0 \\
1 & 0 & 0 & -b \\
0 & 0 & 0 & a \\
0 & 0 & 1 & 0
\end{array}\right), \quad \mathbf{e}_{2}=\left(\begin{array}{cccc}
0 & c & d & 0 \\
0 & 0 & 0 & -d \\
1 & 0 & 0 & c \\
0 & -1 & 0 & 0
\end{array}\right), \\
& \mathbf{e}_{1} \wedge \mathbf{e}_{2}=\left(\begin{array}{cccc}
0 & 0 & 0 & -a d+b c \\
0 & c & d & 0 \\
0 & -a & -b & 0 \\
1 & 0 & 0 & -b+c
\end{array}\right),
\end{aligned}
$$

or in general

$$
u=\left(\begin{array}{cccc}
u_{0} & a u_{1}+c u_{2} & b u_{1}+d u_{2} & -(a d-b c) u_{12} \\
u_{1} & u_{0}+c u_{12} & d u_{12} & -\left(b u_{1}+d u_{2}\right) \\
u_{2} & -a u_{12} & u_{0}-b u_{12} & a u_{1}+c u_{2} \\
u_{12} & -u_{2} & u_{1} & u_{0}+(-b+c) u_{12}
\end{array}\right)
$$

Evidently, the commutation relations $\mathbf{e}_{1} \mathbf{e}_{2}+\mathbf{e}_{2} \mathbf{e}_{1}=b+c$ and $\mathbf{e}_{1}^{2}=a, \mathbf{e}_{2}^{2}=d$ are satisfied, and we have the following multiplication table:

|  | $\mathbf{e}_{1}$ | $\mathbf{e}_{2}$ | $\mathbf{e}_{1} \wedge \mathbf{e}_{2}$ |
| ---: | :---: | :---: | :---: |
| $\mathbf{e}_{1}$ | $a$ | $\mathbf{e}_{1} \wedge \mathbf{e}_{2}+b$ | $-b \mathbf{e}_{1}+a \mathbf{e}_{2}$ |
| $\mathbf{e}_{2}$ | $-\mathbf{e}_{1} \wedge \mathbf{e}_{2}+c$ | $d$ | $-d \mathbf{e}_{1}+c \mathbf{e}_{2}$ |
| $\mathbf{e}_{1} \wedge \mathbf{e}_{2}$ | $c \mathbf{e}_{1}-a \mathbf{e}_{2}$ | $d \mathbf{e}_{1}-b \mathbf{e}_{2}$ | $-a d+b c+(-b+c) \mathbf{e}_{1} \wedge \mathbf{e}_{2}$ |

In characteristic $\neq 2$ we find

$$
\frac{1}{2}\left(\mathbf{e}_{1} \mathbf{e}_{2}-\mathbf{e}_{2} \mathbf{e}_{1}\right)=\mathbf{e}_{1} \wedge \mathbf{e}_{2}+\frac{1}{2}(b-c)
$$

and more generally for $\mathbf{x}=x_{1} \mathbf{e}_{1}+x_{2} \mathbf{e}_{2}, \mathbf{y}=y_{1} \mathbf{e}_{1}+y_{2} \mathbf{e}_{2}$

$$
\frac{1}{2}(\mathbf{x y}-\mathbf{y x})=\left(x_{1} y_{2}-x_{2} y_{1}\right) \mathbf{e}_{1} \wedge \mathbf{e}_{2}+\frac{1}{2}(b-c)\left(x_{1} y_{2}-x_{2} y_{1}\right)
$$

$$
=\mathbf{x} \wedge \mathbf{y}+A(\mathbf{x}, \mathbf{y})
$$

with an alternating scalar valued form $A(\mathbf{x}, \mathbf{y})=\frac{1}{2}(B(\mathbf{x}, \mathbf{y})-B(\mathbf{y}, \mathbf{x}))$. For nonzero $A(\mathbf{x}, \mathbf{y})$ the quotient $\mathbf{x} \wedge \mathbf{y} / A(\mathbf{x}, \mathbf{y})$ is independent of $\mathbf{x}, \mathbf{y} \in V$. Note that the matrix of $\frac{1}{2}(\mathbf{x y}-\mathbf{y x})$ is traceless. The symmetric bilinear form associated with $Q(\mathbf{x})$ is

$$
\mathbf{x} \cdot \mathbf{y}=\frac{1}{2}(B(\mathbf{x}, \mathbf{y})+B(\mathbf{y}, \mathbf{x}))=a x_{1} y_{1}+\frac{1}{2}(b+c)\left(x_{1} y_{2}+x_{2} y_{1}\right)+d x_{2} y_{2}
$$

and we have $\mathbf{x y}+\mathbf{y x}=2 \mathbf{x} \cdot \mathbf{y}$ for $\mathbf{x}, \mathbf{y} \in V \subset \mathcal{C} \ell(Q)$. Orthogonal vectors $\mathbf{x} \perp \mathbf{y}$ anticommute, $\mathbf{x y}=-\mathbf{y x}$ and $(\mathbf{x y})^{2}=-\mathbf{x}^{2} \mathbf{y}^{2}$, even though $\mathbf{x y}=\mathbf{x} \wedge \mathbf{y}+A(\mathbf{x}, \mathbf{y})$. [In this special case $A(\mathbf{x}, \mathbf{y})=B(\mathbf{x}, \mathbf{y}) \neq 0$ while $\mathbf{x} \cdot \mathbf{y}=0$ implies $B(\mathbf{y}, \mathbf{x})=-B(\mathbf{x}, \mathbf{y})$.]

It is convenient to regard $\Lambda V$ as the subalgebra of $\operatorname{End}(\wedge V)$ with the canonical choice of the symmetric $B=0$. We may also regard $\mathcal{C} \ell(Q)$ as a subalgebra of $\operatorname{End}(\bigwedge V)$ obtained with some $B$ such that $B(\mathbf{x}, \mathbf{x})=Q(\mathbf{x})$ and choose the symmetric $B$ in char $\neq 2$.

The following example shows that for $Q=0$ and $B=0$, Chevalley's process results in the original multiplication of the exterior algebra $\Lambda V$, but that for $Q=0$ and alternating $B \neq 0$, the process gives an isomorphic but different exterior multiplication on $\Lambda V$.

Example. Take a special case of the previous example, the Clifford algebra with $Q=0$ and $B(\mathbf{x}, \mathbf{y})=b\left(x_{1} y_{2}-x_{2} y_{1}\right)$. Send the matrix of the exterior product (with the symmetric bilinear form $=0$ ) to a matrix of the isomorphic Clifford product (determined by the alternating bilinear form $=B$ ):

$$
\left(\begin{array}{cccc}
u_{0} & 0 & 0 & 0 \\
u_{1} & u_{0} & 0 & 0 \\
u_{2} & 0 & u_{0} & 0 \\
u_{12} & -u_{2} & u_{1} & u_{0}
\end{array}\right) \stackrel{\beta}{\rightarrow}\left(\begin{array}{cccc}
u_{0} & -b u_{2} & b u_{1} & -b^{2} u_{12} \\
u_{1} & u_{0}-b u_{12} & 0 & -b u_{1} \\
u_{2} & 0 & u_{0}-b u_{12} & -b u_{2} \\
u_{12} & -u_{2} & u_{1} & u_{0}-2 b u_{12}
\end{array}\right) .
$$

In this case

$$
\beta(\mathbf{x}) \beta(\mathbf{y})=\beta(\mathbf{x} \wedge \mathbf{y}+B(\mathbf{x}, \mathbf{y}))
$$

In particular, $\beta\left(\mathbf{e}_{1}\right) \beta\left(\mathbf{e}_{2}\right)=\beta\left(\mathbf{e}_{1} \wedge \mathbf{e}_{2}+b\right), \beta\left(\mathbf{e}_{2}\right) \beta\left(\mathbf{e}_{1}\right)=-\beta\left(\mathbf{e}_{1} \wedge \mathbf{e}_{2}+b\right)$ and $\beta\left(\mathbf{e}_{1} \wedge \mathbf{e}_{2}+b\right) \beta\left(\mathbf{e}_{i}\right)=0, \beta\left(\mathbf{e}_{i}\right) \beta\left(\mathbf{e}_{1} \wedge \mathbf{e}_{2}+b\right)=0$. We have already met this situation in the chapter on the Definitions of the Clifford Algebra in the section on the Uniqueness and the definition by generators and relations except that here the exterior algebra and the Clifford algebra (determined by the alternating $B$ ) are regarded as different subspaces of $\operatorname{End}(\bigwedge V)$ [although they are isomorphic subalgebras of $\operatorname{End}(\bigwedge V)]$.

The above example shows that those who do not accept the existence of $k$ vectors in a Clifford algebra $\mathcal{C} \ell(Q)$ over $\mathbb{F}$, char $\mathbb{F} \neq 2$, should also exclude fixed subspaces $\Lambda^{k} V \subset \Lambda V$.
In general, consider two copies of $\mathcal{C} \ell(Q)$ in $\operatorname{End}(\bigwedge V)$ so that $Q(\mathbf{x})$ equals $B_{1}(\mathbf{x}, \mathbf{x})=B_{2}(\mathbf{x}, \mathbf{x})$, which determine $\beta_{1}(\mathbf{x}) \beta_{1}(\mathbf{y})=\beta_{1}\left(\mathbf{x} \wedge \mathbf{y}+B_{1}(\mathbf{x}, \mathbf{y})\right)$ and $\beta_{2}(\mathbf{x}) \beta_{2}(\mathbf{y})=\beta_{2}\left(\mathbf{x} \wedge \mathbf{y}+B_{2}(\mathbf{x}, \mathbf{y})\right)$. A transition between the two copies is given by an alternating bilinear form $B(\mathbf{x}, \mathbf{y})=B_{1}(\mathbf{x}, \mathbf{y})-B_{2}(\mathbf{x}, \mathbf{y})$ and $\beta(\mathbf{x}) \beta(\mathbf{y})=\beta(\mathbf{x y}+B(\mathbf{x}, \mathbf{y}))$.

In characteristic $\neq 2$ this means that the symmetric bilinear form such that $\langle\mathbf{x}, \mathbf{x}\rangle=Q(\mathbf{x})$ gives rise to the natural choice $\mathbf{x y}=\mathbf{x} \wedge \mathbf{y}+\langle\mathbf{x}, \mathbf{y}\rangle$ among the Clifford products $\mathbf{x y}+B(\mathbf{x}, \mathbf{y})$ with an alternating $B$. In other words, the Clifford product $\mathbf{x y}$ has a distinguished decomposition into the sum $\mathbf{x} \wedge \mathbf{y}+$ $\langle\mathbf{x}, \mathbf{y}\rangle$ where $\langle\mathbf{x}, \mathbf{y}\rangle=\frac{1}{2}(\mathbf{x y}+\mathbf{y x})$ is a scalar and $\mathbf{x} \wedge \mathbf{y}=\frac{1}{2}(\mathbf{x y}-\mathbf{y x})$ is a bivector [this decomposition is unique among all the possible decompositions with antisymmetric part $\mathbf{x} \dot{\wedge} \mathbf{y}=\frac{1}{2}(\mathbf{x y}-\mathbf{y x})$ equaling a new kind of bivector $\mathbf{x} \dot{\wedge} \mathbf{y}=\mathbf{x} \wedge \mathbf{y}+B(\mathbf{x}, \mathbf{y})$ where $\mathbf{x} \dot{\wedge} \mathbf{y} \in \dot{\Lambda}^{2} V$ and $\mathbf{x} \wedge \mathbf{y} \in \Lambda^{2} V$ ]. [Similarly, a completely antisymmetric product of three vectors equals a new kind of 3vector $\mathbf{x} \dot{\wedge} \mathbf{y} \dot{\wedge} \mathbf{z}=\mathbf{x} \wedge \mathbf{y} \wedge \mathbf{z}+\mathbf{x} B(\mathbf{y}, \mathbf{z})+\mathbf{y} B(\mathbf{z}, \mathbf{x})+\mathbf{z} B(\mathbf{x}, \mathbf{y})$.]

Example. Let $\mathbb{F}=\{0,1\}, \operatorname{dim}_{\mathbb{F}} V=2$ and $Q\left(x_{1} \mathbf{e}_{1}+x_{2} \mathbf{e}_{2}\right)=x_{1} x_{2}$. There are only two bilinear forms $B_{i}$ such that $B_{i}(\mathbf{x}, \mathbf{x})=Q(\mathbf{x})$, namely $B_{1}(\mathbf{x}, \mathbf{y})=x_{1} y_{2}$ and $B_{2}(\mathbf{x}, \mathbf{y})=x_{2} y_{1}$, and neither is symmetric. The difference $A=B_{1}-B_{2}$, $A(\mathbf{x}, \mathbf{y})=x_{1} y_{2}-x_{2} y_{1}\left(=x_{1} y_{2}+x_{2} y_{1}\right)$ is alternating (and thereby symmetric). Therefore, there are two representations of $\mathcal{C} \ell(Q)$ in $\operatorname{End}(\Lambda V)$ :
$\begin{array}{ll}\text { for } B_{1}: & u=\left(\begin{array}{cccc}u_{0} & 0 & u_{1} & 0 \\ u_{1} & u_{0} & 0 & -u_{1} \\ u_{2} & 0 & u_{0}-u_{12} & 0 \\ u_{12} & -u_{2} & u_{1} & u_{0}-u_{12}\end{array}\right) \\ \text { for } B_{2}: & u=\left(\begin{array}{cccc}u_{0} & u_{2} & 0 & 0 \\ u_{1} & u_{0}+u_{12} & 0 & 0 \\ u_{2} & 0 & u_{0} & u_{2} \\ u_{12} & -u_{2} & u_{1} & u_{0}+u_{12}\end{array}\right)\end{array}$
These representations have the following multiplication tables with respect to the basis $\left\{1, \mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{1} \wedge \mathbf{e}_{2}\right\}$ for $\wedge V$ :

| $B_{1}$ | $\mathrm{e}_{1}$ | $\mathrm{e}_{2}$ | $\mathbf{e}_{1} \wedge \mathrm{e}_{2}$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{e}_{1}$ | 0 | $1+\mathrm{e}_{1} \wedge \mathrm{e}_{2}$ | $-\mathrm{e}_{1}$ |
| $\mathrm{e}_{2}$ | $-e_{1} \wedge e_{2}$ | 0 | 0 |
| $\mathbf{e}_{1} \wedge \mathrm{e}_{2}$ | 0 | $-\mathrm{e}_{2}$ | $-e_{1} \wedge \mathrm{e}_{2}$ |


| $B_{2}$ | $\mathbf{e}_{1}$ | $\mathbf{e}_{2}$ | $\mathbf{e}_{1} \wedge \mathbf{e}_{2}$ |
| ---: | :---: | :---: | :---: |
|  | 0 | $\mathbf{e}_{1} \wedge \mathbf{e}_{2}$ | 0 |
| $\mathbf{e}_{1}$ | $1-\mathbf{e}_{1} \wedge \mathbf{e}_{2}$ | 0 | $\mathbf{e}_{2}$ |
| $\mathbf{e}_{1} \wedge \mathbf{e}_{2}$ | $\mathbf{e}_{1}$ | 0 | $\mathbf{e}_{1} \wedge \mathbf{e}_{2}$ |

In this case there are only two linear isomorphisms $\Lambda V \rightarrow \mathcal{C} \ell(Q)$ which are identity mappings when restricted to $\mathbb{F} \oplus V$ and which preserve parity (send even elements to even elements and odd to odd). It is easy to verify that the above multiplication tables actually describe the only representations of $\mathcal{C} \ell(Q)$ in $\Lambda V$. In this case there are no canonical linear isomorphisms $\bigwedge V \rightarrow \mathcal{C} \ell(Q)$, in other words, neither of the above multiplication tables can be preferred over the other. In particular, $\Lambda^{2} V$ cannot be canonically embedded in $\mathcal{C} \ell(Q)$, and there are no bivectors in characteristic 2.

The need for a simplification of Chevalley's presentation is obvious. For instance, van der Waerden 1966 said that 'the ideas underlying Chevalley's proof ( p .40 ) are not easy to discern' and gave another proof, equivalent but easier to follow. [Also Crumeyrolle 1990 p. xi claims that 'Chevalley's book proved too abstract for most physicists' and in a Bull. AMS review Lam 1989 p. 122 admits that 'Chevalley's book on spinors is ... not the easiest book to read.'] It might be helpful to get acquainted with a simpler and more direct method of relating $\bigwedge V$ and $\mathcal{C} \ell(Q)$ due to M . Riesz 1958/1993 pp. 61-67. Riesz introduced a second product in $\mathcal{C} \ell(Q)$ making it isomorphic with $\bigwedge V$ without resorting to the usual completely antisymmetric Clifford product of vectors and constructed a privileged linear isomorphism $\mathcal{C} \ell(Q) \rightarrow \bigwedge V$.

### 22.3 Riesz's introduction of an exterior product in $\mathcal{C} \ell(Q)$

In the following we review a construction of M. Riesz 1958/1993 pp. 61-67. Start from the Clifford algebra $\mathcal{C} \ell(Q)$ over $\mathbb{F}$, char $\mathbb{F} \neq 2$. The isometry $\mathbf{x} \rightarrow-\mathbf{x}$ of $V$ when extended to an automorphism of $\mathcal{C} \ell(Q)$ is called the grade involution $u \rightarrow \hat{u}$. Define the exterior product of $\mathbf{x} \in V$ and $u \in \mathcal{C} \ell(Q)$ by

$$
\mathbf{x} \wedge u=\frac{1}{2}(\mathbf{x} u+\hat{u} \mathbf{x}), \quad u \wedge \mathbf{x}=\frac{1}{2}(u \mathbf{x}+\mathbf{x} \hat{u})
$$

and extend it by linearity to all of $\mathcal{C} \ell(Q)$, which then becomes isomorphic to $\wedge V$. The exterior products of two vectors $\mathbf{x} \wedge \mathbf{y}=\frac{1}{2}(\mathbf{x y}-\mathbf{y x})$ are simple bivectors and they span $\Lambda^{2} V$. The exterior product of a vector and a bivector, $\mathbf{x} \wedge \mathbf{B}=\frac{1}{2}(\mathbf{x B}+\mathbf{B} \mathbf{x})$, is a 3 -vector in $\Lambda^{3} V$. The subspace of $k$-vectors is constructed recursively by

$$
\mathbf{x} \wedge \mathbf{a}=\frac{1}{2}\left(\mathbf{x a}+(-1)^{k-1} \mathbf{a x}\right) \in \bigwedge^{k} V \quad \text { for } \mathbf{a} \in \bigwedge^{k-1} V
$$

We may deduce associativity of the exterior product as follows. First, the definition implies for $\mathbf{x}, \mathbf{y}, \mathbf{z} \in V$

$$
\begin{aligned}
& x \wedge(y \wedge z)=\frac{1}{4}(x y z-x z y+y z x-z y x) \\
& (x \wedge y) \wedge z=\frac{1}{4}(x y z-y x z+z x y-z y x)
\end{aligned}
$$

Then $\mathbf{x} \wedge(\mathbf{y} \wedge \mathbf{z})=(\mathbf{x} \wedge \mathbf{y}) \wedge \mathbf{z}$ since

$$
\mathbf{x y z}-\mathrm{zyx}=\mathrm{xyz}-\mathrm{zyx}+(\mathrm{zy}+\mathbf{y z}) \mathbf{x}-\mathbf{x}(\mathbf{y z}+\mathrm{zy})=\mathbf{y z x}-\mathbf{x z y}
$$

This last result implies

$$
x \wedge y \wedge z=\frac{1}{6}(x y z+y z x+z x y-z y x-x z y-y x z)
$$

when char $\mathbb{F} \neq 2,3$ (note the resemblance with antisymmetric tensors). [Similarly, we may conclude that $\mathbf{x y z}+\mathbf{z y x}=\mathbf{x}(\mathbf{y z}+\mathbf{z y})-(\mathbf{x z}+\mathbf{z x}) \mathbf{y}+\mathbf{z}(\mathbf{x y}+\mathbf{y x})$ is a vector in $V$.] Riesz's construction shows that bivectors exist in all characteristics $\neq 2$.

Introduce the contraction of $u \in \mathcal{C} \ell(Q)$ by $\mathbf{x} \in V$ so that

$$
\mathbf{x}\lrcorner u=\frac{1}{2}(\mathbf{x} u-\hat{u} \mathbf{x})
$$

and show that this contraction is a derivation of $\mathcal{C} \ell(Q)$ since

$$
\begin{aligned}
\mathbf{x}\lrcorner(u v) & =\frac{1}{2}(\mathbf{x} u v-\widehat{u v} \mathbf{x})=\frac{1}{2}(\mathbf{x} u v-\hat{u} \hat{v} \mathbf{x}) \\
& \left.\left.=\frac{1}{2}(\mathbf{x} u v-\hat{u} \mathbf{x} v+\hat{u} \mathbf{x} v-\hat{u} \hat{v} \mathbf{x})=(\mathbf{x}\lrcorner u\right) v+\hat{u}(\mathbf{x}\lrcorner v\right) .
\end{aligned}
$$

Thus one and the same contraction is indeed a derivation for both the exterior product and the Clifford product. [Kähler 1962 p. 435 (4.4) and p. 456 (10.3) was aware of the equations

$$
\begin{aligned}
& \mathbf{x}\lrcorner(u \wedge v)=(\mathbf{x}\lrcorner u) \wedge v+\hat{u} \wedge(\mathbf{x}\lrcorner v) \quad \text { and } \\
& \mathbf{x}\lrcorner(u v)=(\mathbf{x}\lrcorner u) v+\hat{u}(\mathbf{x}\lrcorner v) .]
\end{aligned}
$$

Provided with the scalar multiplication $(u \wedge v)\lrcorner w=u\lrcorner(v\lrcorner w)$, the exterior algebra $\bigwedge V$ and the Clifford algebra $\mathcal{C} \ell(Q)$ are linearly isomorphic as left $\wedge V$-modules.

## Exercises

Show that

1. $\mathbf{x} \wedge(\mathbf{y}\lrcorner u)-\mathbf{y} \wedge(\mathbf{x}\lrcorner u)=\mathbf{x}\lrcorner(\mathbf{y} \wedge u)-\mathbf{y}\lrcorner(\mathbf{x} \wedge u)$ for $\mathbf{x}, \mathbf{y} \in V$.
2. $\mathbf{x} \wedge \mathbf{y} \wedge(\mathbf{z}\lrcorner u)-\mathbf{x} \wedge \mathbf{z} \wedge(\mathbf{y}\lrcorner u)+\mathbf{y} \wedge \mathbf{z} \wedge(\mathbf{x}\lrcorner u)$

$$
=\mathbf{x}\lrcorner(\mathbf{y} \wedge \mathbf{z} \wedge u)-\mathbf{y}\lrcorner(\mathbf{x} \wedge \mathbf{z} \wedge u)+\mathbf{z}\lrcorner(\mathbf{x} \wedge \mathbf{y} \wedge u) .
$$

3. $\mathbf{x} \wedge(\mathbf{y}\lrcorner(\mathbf{z}\lrcorner u))-\mathbf{y} \wedge(\mathbf{x}\lrcorner(\mathbf{z}\lrcorner u))+\mathbf{z} \wedge(\mathbf{x}\lrcorner(\mathbf{y}\lrcorner u))$

$$
\begin{aligned}
& =(\mathbf{x} \wedge \mathbf{y})\lrcorner(\mathbf{z} \wedge u)-(\mathbf{x} \wedge \mathbf{z})\lrcorner(\mathbf{y} \wedge u)+(\mathbf{y} \wedge \mathbf{z})\lrcorner(\mathbf{x} \wedge u) \\
& =x\lrcorner(\mathbf{y}\lrcorner(\mathbf{z} \wedge u))-\mathbf{x}\lrcorner(\mathbf{z}\lrcorner(\mathbf{y} \wedge u))+\mathbf{y}\lrcorner(\mathbf{z}\lrcorner(\mathbf{x} \wedge u)) .
\end{aligned}
$$

4. $(\mathbf{x} \wedge \mathbf{y} \wedge \mathbf{z}) u=\mathbf{x} \wedge \mathbf{y} \wedge(\mathbf{z}\lrcorner u)-\mathbf{x} \wedge \mathbf{z} \wedge(\mathbf{y}\lrcorner u)+\mathbf{y} \wedge \mathbf{z} \wedge(\mathbf{x}\lrcorner u)$

$$
+\mathbf{x} \wedge(\mathbf{y}\lrcorner(\mathbf{z}\lrcorner u))-\mathbf{y} \wedge(\mathbf{x}\lrcorner(\mathbf{z}\lrcorner u))+\mathbf{z} \wedge(\mathbf{x}\lrcorner(\mathbf{y}\lrcorner u))
$$

$$
+\mathbf{x} \wedge \mathbf{y} \wedge \mathbf{z} \wedge u+\mathbf{x}\lrcorner(\mathbf{y}\lrcorner(\mathbf{z}\lrcorner u))
$$

5. $\mathbf{a}\lrcorner \mathbf{b} \in \bigwedge^{j-i} V$ for $\mathbf{a} \in \bigwedge^{i} V, \mathbf{b} \in \bigwedge^{j} V(\operatorname{char} \mathbb{F} \neq 2)$.

In the next five exercises we have a non-degenerate $Q$. Define the right contraction $u\llcorner v$ by $\langle u\llcorner v, w\rangle=\langle u, w \wedge \tilde{v}\rangle$ for all $w \in \Lambda V$ (we say that $u$ is contracted by the contractor $v$ ). Show that
6. $u\lrcorner v=v_{0} \mathrm{~L} u_{0}-v_{0} \mathrm{~L} u_{1}+v_{1} \mathrm{~L} u_{0}+v_{1} \mathrm{~L} u_{1}=v \mathrm{~L} u-2 v_{0} \mathrm{~L} u_{1}$ $\left(v_{0}=\operatorname{even}(v), u_{1}=\operatorname{odd}(u)\right)$.
7. $\left.\left.\left.\left.\left.u\left\llcorner v=v_{0}\right\lrcorner u_{0}+v_{0}\right\lrcorner u_{1}-v_{1}\right\lrcorner u_{0}+v_{1}\right\lrcorner u_{1}=v\right\lrcorner u-2 v_{1}\right\lrcorner u_{0}$

$$
\left(v_{1}=\operatorname{odd}(v), u_{0}=\operatorname{even}(u)\right)
$$

Show that (when char $\mathbb{F} \neq 2$ )
8. $\mathbf{a}\lrcorner \mathbf{b}=(-1)^{i(j-i)} \mathbf{b} L \mathbf{a}$ for $\mathbf{a} \in \Lambda^{i} V, \mathbf{b} \in \Lambda^{j} V$.
9. $\left.\left.\mathbf{a} \in \Lambda^{k} V, \mathbf{a} \neq 0, \mathbf{x} \in V, \mathbf{x}\right\lrcorner \mathbf{a}=0 \Leftrightarrow \mathbf{x}=\mathbf{a}\right\lrcorner \mathbf{b}$ for some $\mathbf{b} \in \Lambda^{k+1} V$.
10. $\mathbf{b} \in \bigwedge^{k} V$ is simple $\left.\Leftrightarrow(\mathbf{a}\lrcorner \mathbf{b}\right) \wedge \mathbf{b}=0$ for all $\mathbf{a} \in \bigwedge^{k-1} V$.
11. $\mathbf{x}$ and $\mathbf{x} \wedge \mathbf{y}$ anticommute for vectors $\mathbf{x}, \mathbf{y} \in V$.
12. $\mathbf{x}$ and $\mathbf{x}\lrcorner \mathbf{B}$ anticommute for a bivector $\mathbf{B} \in \Lambda^{2} V$.
13. $\left.(\mathbf{x} \wedge \mathbf{y})^{2}=(\mathbf{x}\lrcorner \mathbf{y}\right)^{2}-\mathbf{x}^{2} \mathbf{y}^{2}$ (Lagrange's identity).
14. $(\mathbf{x} \wedge \mathbf{y} \wedge \mathbf{z})\lrcorner u=(\mathbf{x} \wedge \mathbf{y})\lrcorner(\mathbf{z}\lrcorner u)=x\lrcorner(\mathbf{y}\lrcorner(\mathbf{z}\lrcorner u))$.
15. $(\mathbf{x y z}-\mathrm{zyx})^{2} \in \mathbb{F}, \mathbf{x} \wedge \mathbf{y} \wedge \mathrm{z}=\frac{1}{2}(\mathbf{x y z}-\mathrm{zyx})$.
16. $\mathbf{a} \wedge \mathbf{b}=(-1)^{i j} \mathbf{b} \wedge \mathbf{a}$ for $\mathbf{a} \in \Lambda^{i} V$ and $\mathbf{b} \in \Lambda^{j} V$.
17. $u \wedge v=v_{0} \wedge u_{0}+v_{0} \wedge u_{1}+v_{1} \wedge u_{0}-v_{1} \wedge u_{1}=v \wedge u-2 v_{1} \wedge u_{1}$ where $u, v \in \Lambda V, u_{0}=\operatorname{even}(u), v_{0}=\operatorname{even}(v), u_{1}=\operatorname{odd}(u), v_{1}=\operatorname{odd}(v)$.
18. $\left.\mathbf{B} u=\mathbf{B} \wedge u+\frac{1}{2}(\mathbf{B} u-u \mathbf{B})+\mathbf{B}\right\lrcorner u$ for $\mathbf{B} \in \wedge^{2} V$.
[Hint: $(\mathbf{x} \wedge \mathbf{y}) \wedge u+(\mathbf{x} \wedge \mathbf{y})\lrcorner u=\mathbf{x} \wedge(\mathbf{y} \wedge u)+\mathbf{x}\lrcorner(\mathbf{y}\lrcorner u)$.]
19. $\left.Q(u)=\langle\tilde{u} u\rangle_{0},\langle u, v\rangle=\langle\tilde{u}\lrcorner v\right\rangle_{0}$ (= the scalar part of $\left.\tilde{u}\right\lrcorner v$ ).

In the last exercise we have a non-degenerate $Q$ :
20. $Q$ on $V$ extends to a neutral or anisotropic $Q$ on $\mathcal{C} \ell(Q)$.
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## Octonions and Triality

Complex numbers and quaternions form special cases of lower-dimensional Clifford algebras, their even subalgebras and their ideals

$$
\begin{aligned}
& \mathbb{C} \simeq \mathcal{C} \ell_{0,1} \simeq \mathcal{C} \ell_{2}^{+} \simeq \mathcal{C} \ell_{0,2}^{+} \\
& \mathbb{H} \simeq \mathcal{C} \ell_{0,2} \simeq \mathcal{C} \ell_{3}^{+} \simeq \mathcal{C} \ell_{0,3}^{+} \simeq \frac{1}{2}\left(1 \pm \mathrm{e}_{123}\right) \mathcal{C} \ell_{0,3}
\end{aligned}
$$

In this chapter, we explore another generalization of $\mathbb{C}$ and $\mathbb{H}$, a non-associative real algebra, the Cayley algebra of octonions, $\mathbb{O}$. Like complex numbers and quaternions, octonions form a real division algebra, of the highest possible dimension, 8. As an extreme case, $\mathbb{O}$ makes its presence felt in classifications, for instance, in conjunction with exceptional cases of simple Lie algebras.

Like $\mathbb{C}$ and $\mathbb{H}, \mathbb{O}$ has a geometric interpretation. The automorphism group of $\mathbb{H}$ is $S O(3)$, the rotation group of $\mathbb{R}^{3}$ in $\mathbb{H}=\mathbb{R} \oplus \mathbb{R}^{3}$. The automorphism group of $\mathbb{O}=\mathbb{R} \oplus \mathbb{R}^{7}$ is not all of $S O(7)$, but only a subgroup, the exceptional Lie group $G_{2}$. The subgroup $G_{2}$ fixes a 3 -vector, in $\bigwedge^{3} \mathbb{R}^{7}$, whose choice determines the product rule of $\mathbb{O}$.

The Cayley algebra $\mathbb{O}$ is a tool to handle an esoteric phenomenon in dimension 8, namely triality, an automorphism of the universal covering group $\operatorname{Spin}(8)$ of the rotation group $S O(8)$ of the Euclidean space $\mathbb{R}^{8}$. In general, all automorphisms of $S O(n)$ are either inner or similarities by orthogonal matrices in $O(n)$, and all automorphisms of $\operatorname{Spin}(n)$ are restrictions of linear transformations $\mathcal{C} \ell_{n} \rightarrow \mathcal{C} \ell_{n}$, and project down to automorphisms of $S O(n)$. The only exception is the triality automorphism of $\operatorname{Spin}(8)$, which cannot be linear while it permutes cyclically the three non-identity elements $-1, \mathbf{e}_{12 \ldots 8,}-\mathbf{e}_{12 \ldots 8}$ in the center of $\mathbf{S p i n}(8)$.

We shall see that triality is a restriction of a polynomial mapping $\mathcal{C} \ell_{8} \rightarrow \mathcal{C} \ell_{8}$, of degree 2 . We will learn how to compose trialities, when they correspond to different octonion products. We shall explore triality in terms of classical linear algebra by observing how eigenplanes of rotations transform under triality.

### 23.1 Division algebras

An algebra $A$ over $\mathbb{R}$ is a linear (that is a vector) space $A$ over $\mathbb{R}$ together with a bilinear map $A \times A \rightarrow A,(a, b) \rightarrow a b$, the algebra product. Bilinearity means distributivity $(a+b) c=a c+b c, a(b+c)=a b+a c$ and $(\lambda a) b=a(\lambda b)=\lambda(a b)$ for all $a, b, c \in A$ and $\lambda \in \mathbb{R}$. An algebra is without zero-divisors if $a b=0$ implies $a=0$ or $b=0$. In a division algebra $\mathbb{D}$ the equations $a x=b$ and $y a=b$ have unique solutions $x, y$ for all non-zero $a \in \mathbb{D}$. A division algebra is without zero-divisors, and conversely, every finite-dimensional algebra without zero-divisors is a division algebra. If a division algebra is associative, then it has unity 1 and each non-zero element has a unique inverse (on both sides).

An algebra with a unity is said to admit inverses if each non-zero element admits an inverse (not necessarily unique). An algebra is alternative if $a(a b)=$ $a^{2} b$ and $(a b) b=a b^{2}$, and flexible if $a(b a)=(a b) a$. An alternative algebra is flexible. An alternative division algebra has unity and admits inverses, which are unique. The only alternative division algebras over $\mathbb{R}$ are $\mathbb{R}, \mathbb{C}, \mathbb{H}$ and $\mathbb{O}$.

An algebra $A$ with a positive-definite quadratic form $N: A \rightarrow \mathbb{R}$, is said to preserve norm, or admit composition, if for all $a, b \in A, N(a b)=N(a) N(b)$. The dimension of a norm-preserving division algebra $\mathbb{D}$ over $\mathbb{R}$ is $1,2,4$ or 8 ; if furthermore $\mathbb{D}$ has unity, then it is $\mathbb{R}, \mathbb{C}, \mathbb{H}$ or $\mathbb{O}$.
Examples. 1. Define in $\mathbb{C}$ a new product $a \circ b$ by $a \circ b=a \bar{b}$. Then $\mathbb{C}$ becomes a non-commutative and non-alternative division algebra over $\mathbb{R}$, without unity. 2. Consider a 3 -dimensional algebra over $\mathbb{R}$ with basis $\{1, i, j\}$ such that 1 is the unity and $i^{2}=j^{2}=-1$ but $i j=j i=0$. The algebra is commutative and flexible, but non-alternative. It admits inverses, but inverses of the elements of the form $x i+y j$ are not unique, $(x i+y j)^{-1}=\lambda(y i-x j)-\frac{i x+j y}{x^{2}+y^{2}}$, where $\lambda \in \mathbb{R}$. It has zero-divisors, by definition, and cannot be a division algebra, although all non-zero elements are invertible.
3. Consider a 3 -dimensional algebra over $\mathbb{Q}$ with basis $\left\{1, i, i^{2}\right\}$, unity 1 and multiplication table

|  | $i$ | $i^{2}$ |
| ---: | :---: | :---: |
| $i$ | $i^{2}$ | 3 |
| $i^{2}$ | 3 | $-6 i$ |

The algebra is commutative and flexible, but non-alternative. Each non-zero element has a unique inverse. Multiplication by $x+i y+i^{2} z$ has determinant $x^{3}+3 y^{3}-18 z^{3}$, which has no non-zero rational roots (Euler 1862). Thus, the algebra is a division algebra, $3 D$ over $\mathbb{Q}$.

### 23.2 The Cayley-Dickson doubling process

Complex numbers can be considered as pairs of real numbers with componentwise addition and with the product

$$
\left(x_{1}, y_{1}\right)\left(x_{2}, y_{2}\right)=\left(x_{1} x_{2}-y_{1} y_{2}, x_{1} y_{2}+y_{1} x_{2}\right)
$$

Quaternions can be defined as pairs of complex numbers, but this time the product involves complex conjugation

$$
\left(z_{1}, w_{1}\right)\left(z_{2}, w_{2}\right)=\left(z_{1} z_{2}-w_{1} \bar{w}_{2}, z_{1} w_{2}+w_{1} \bar{z}_{2}\right)
$$

Octonions can be defined as pairs of quaternions, but this time order of multiplication matters

$$
\left(p_{1}, q_{1}\right) \circ\left(p_{2}, q_{2}\right)=\left(p_{1} p_{2}-\bar{q}_{2} q_{1}, q_{2} p_{1}+q_{1} \bar{p}_{2}\right)
$$

This doubling process, of Cayley-Dickson, can be repeated, but the next algebras are not division algebras, although they still are simple and flexible (Schafer 1954). Every element in such a Cayley-Dickson algebra satisfies a quadratic equation with real coefficients.
Example. The quaternion $q=w+i x+j y+k z$ satisfies the quadratic equation

$$
q^{2}-2 w q+|q|^{2}=0
$$

The Cayley-Dickson doubling process

$$
\begin{aligned}
& \mathbb{C}=\mathbb{R} \oplus \mathbb{R} i \\
& \mathbb{H}=\mathbb{C} \oplus \mathbb{C} j \\
& \mathbb{O}=\mathbb{H} \oplus \mathbb{H} \ell
\end{aligned}
$$

provides a new imaginary unit $\ell, \ell^{2}=-1$, which anticommutes with $i, j, k$. The basis $\{1, i, j, k\}$ of $\mathbb{H}$ is complemented to a basis $\{1, i, j, k, \ell, i \ell, j \ell, k \ell\}$ of $\mathbb{O}=\mathbb{H} \oplus \mathbb{H} \ell$. Thus, $\mathbb{O}$ is spanned by $1 \in \mathbb{R}$ and the 7 imaginary units $i, j, k, \ell, i \ell, j \ell, k \ell$, each with square -1 , so that $\mathbb{O}=\mathbb{R} \oplus \mathbb{R}^{7}$. Among subsets of 3 imaginary units, there are 7 triplets, which associate and span the imaginary part of a quaternionic subalgebra. The remaining 28 triplets anti-associate.


The multiplication table of the unit octonions can be summarized by the Fano plane, the smallest projective plane, consisting of 7 points and 7 lines, with orientations. The 7 oriented lines correspond to the 7 quaternionic/associative triplets.

### 23.3 Multiplication table of $(\mathbb{O}$

Denote the product of $a, b \in \mathbb{O}$ by $a \circ b$. Let $1, \mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{7}$ be a basis of $\mathbb{O}$. Define the product in terms of the basis by

$$
\mathbf{e}_{i} \circ \mathbf{e}_{i}=-1, \quad \text { and } \quad \mathbf{e}_{i} \circ \mathbf{e}_{j}=-\mathbf{e}_{j} \circ \mathbf{e}_{i} \quad \text { for } \quad i \neq j,
$$

and by the table

$$
\begin{array}{ccc}
\mathbf{e}_{1} \circ \mathbf{e}_{2}=\mathbf{e}_{4}, & \mathbf{e}_{2} \circ \mathbf{e}_{4}=\mathbf{e}_{1}, & \mathbf{e}_{4} \circ \mathbf{e}_{1}=\mathbf{e}_{2}, \\
\mathbf{e}_{2} \circ \mathbf{e}_{3}=\mathbf{e}_{5}, & \mathbf{e}_{3} \circ \mathbf{e}_{5}=\mathbf{e}_{2}, & \mathbf{e}_{5} \circ \mathbf{e}_{2}=\mathbf{e}_{3}, \\
\vdots & \vdots & \vdots \\
\mathbf{e}_{7} \circ \mathbf{e}_{1}=\mathbf{e}_{3}, & \mathbf{e}_{1} \circ \mathbf{e}_{3}=\mathbf{e}_{7}, & \mathbf{e}_{3} \circ \mathbf{e}_{7}=\mathbf{e}_{1} .
\end{array}
$$

The table can be condensed into the form

$$
\mathbf{e}_{i} \circ \mathbf{e}_{i+1}=\mathbf{e}_{i+3}
$$

where the indices are permuted cyclically and translated modulo 7 .
If $\mathbf{e}_{i} \circ \mathbf{e}_{j}= \pm \mathbf{e}_{k}$, then $\mathbf{e}_{i}, \mathbf{e}_{j}, \mathbf{e}_{k}$ generate a subalgebra isomorphic to $\mathbb{H}$. The sign in $\mathbf{e}_{i} \circ \mathbf{e}_{j}= \pm \mathbf{e}_{k}$ can be memorized by rotating the triangle in the following picture by an integral multiple of $2 \pi / 7$ :


Example. The product $\mathbf{e}_{2} \circ \mathbf{e}_{5}=-\mathbf{e}_{3}$ corresponds to a triangle obtained by rotating the picture by $2 \pi / 7$.
In the Clifford algebra $\mathcal{C} \ell_{0,7}$ of $\mathbb{R}^{0,7}$, octonions can be identified with paravectors, $\mathbb{O}=\mathbb{R} \oplus \mathbb{R}^{0,7}$, and the octonion product may be expressed in terms of the Clifford product as

$$
a \circ b=\langle a b(1-\mathbf{v})\rangle_{0,1},
$$

where $\mathbf{v}=\mathbf{e}_{124}+\mathbf{e}_{235}+\mathbf{e}_{346}+\mathbf{e}_{457}+\mathbf{e}_{561}+\mathbf{e}_{672}+\mathbf{e}_{713} \in \Lambda^{3} \mathbb{R}^{0,7}$. In $\mathcal{C} \ell_{0,7}$, the octonion product can be also written as

$$
a \circ b=\left\langle a b(1+\mathbf{w})\left(1-\mathbf{e}_{12 \ldots 7}\right)\right\rangle_{0,1} \quad \text { for } \quad a, b \in \mathbb{R} \oplus \mathbb{R}^{0,7}
$$

where $\frac{1}{8}(1+\mathbf{w}) \frac{1}{2}\left(1-\mathbf{e}_{12 \ldots 7}\right)$ is an idempotent, $\mathbf{w}=\mathbf{v e}_{12 \ldots 7}^{-1} \in \Lambda^{4} \mathbb{R}^{0,7}$ and $\mathbf{e}_{12 \ldots 7}^{-1}=\mathbf{e}_{12 \ldots 7}$.

In the Clifford algebra $\mathcal{C} \ell_{8}$ of $\mathbb{R}^{8}$, we represent octonions by vectors, $\mathbb{O}=\mathbb{R}^{8}$. As the identity of octonions we choose the unit vector $\mathbf{e}_{8}$ in $\mathbb{R}^{8}$. The octonion product is then expressed in terms of the Clifford product as

$$
\mathbf{a} \circ \mathbf{b}=\left\langle\mathbf{a} \mathbf{e}_{\mathbf{8}} \mathbf{b}(1+\mathbf{w})\left(1-\mathbf{e}_{12 \ldots 8}\right)\right\rangle_{1} \quad \text { for } \quad \mathbf{a}, \mathbf{b} \in \mathbb{R}^{\mathbf{8}}
$$

where $\frac{1}{8}(1+\mathbf{w}) \frac{1}{2}\left(1-\mathbf{e}_{12 \ldots 8}\right)$ is an idempotent, $\mathbf{w}=\mathbf{v e}_{12 \ldots 7}^{-1} \in \Lambda^{4} \mathbb{R}^{8}, \mathbf{e}_{12 \ldots 7}^{-1}=$ $-e_{12 \ldots 7}$ and $\mathbf{v}=e_{124}+e_{235}+e_{346}+e_{457}+e_{561}+e_{672}+e_{713} \in \Lambda^{3} \mathbb{R}^{8}$.

### 23.4 The octonion product and the cross product in $\mathbb{R}^{7}$

A product of two vectors is linear in both factors. A vector-valued product of two vectors is called a cross product, if the vector is orthogonal to the two factors and has length equal to the area of the parallelogram formed by the two vectors. A cross product of two vectors exists only in $3 D$ and $7 D$.

The cross product of two vectors in $\mathbb{R}^{7}$ can be constructed in terms of an orthonormal basis $\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{7}$ by antisymmetry, $\mathbf{e}_{i} \times \mathbf{e}_{j}=-\mathbf{e}_{j} \times \mathbf{e}_{i}$, and


The above table can be condensed into the form

$$
\mathbf{e}_{i} \times \mathbf{e}_{i+1}=\mathbf{e}_{i+3}
$$

where the indices are permuted cyclically and translated modulo 7 .
This cross product of vectors in $\mathbb{R}^{7}$ satisfies the usual properties, that is,

$$
\begin{array}{ll}
(\mathbf{a} \times \mathbf{b}) \cdot \mathbf{a}=0,(\mathbf{a} \times \mathbf{b}) \cdot \mathbf{b}=0 & \text { orthogonality } \\
|\mathbf{a} \times \mathbf{b}|^{2}=|\mathbf{a}|^{2}|\mathbf{b}|^{2}-(\mathbf{a} \cdot \mathbf{b})^{2} & \text { Pythagorean theorem }
\end{array}
$$

where the second rule can also be written as $|\mathbf{a} \times \mathbf{b}|=|\mathbf{a}||\mathbf{b}| \sin \varangle(\mathbf{a}, \mathbf{b})$. Unlike the 3 -dimensional cross product, the 7 -dimensional cross product does not satisfy the Jacobi identity, $(\mathbf{a} \times \mathbf{b}) \times \mathbf{c}+(\mathbf{b} \times \mathbf{c}) \times \mathbf{a}+(\mathbf{c} \times \mathbf{a}) \times \mathbf{b} \neq 0$, and so it does not form a Lie algebra. However, the 7 -dimensional cross product satisfies the Malcev identity, a generalization of Jacobi, see Ebbinghaus et al. 1991 p. 279.

In $\mathbb{R}^{3}$, the direction of $\mathbf{a} \times \mathbf{b}$ is unique, up to two alternatives for the orientation, but in $\mathbb{R}^{7}$ the direction of $\mathbf{a} \times \mathbf{b}$ depends on a 3 -vector defining the
cross product; to wit,

$$
\mathbf{a} \times \mathbf{b}=-(\mathbf{a} \wedge \mathbf{b})\lrcorner \mathbf{v} \quad[\neq-(\mathbf{a} \wedge \mathbf{b}) \mathbf{v}]
$$

depends on $\mathbf{v}=\mathbf{e}_{124}+\mathbf{e}_{235}+\mathbf{e}_{346}+\mathbf{e}_{457}+\mathbf{e}_{561}+\mathbf{e}_{672}+\mathbf{e}_{713} \in \Lambda^{\mathbf{3}} \mathbb{R}^{7}$. In the 3 -dimensional space $\mathbf{a} \times \mathbf{b}=\mathbf{c} \times \mathbf{d}$ implies that $\mathbf{a}, \mathbf{b}, \mathbf{c}, \mathbf{d}$ are in the same plane, but for the cross product $\mathbf{a} \times \mathbf{b}$ in $\mathbb{R}^{7}$ there are also other planes than the linear span of $\mathbf{a}$ and $\mathbf{b}$ giving the same direction as $\mathbf{a} \times \mathbf{b}$.

The 3 -dimensional cross product is invariant under all rotations of $S O(3)$, while the 7 -dimensional cross product is not invariant under all of $S O(7)$, but only under the exceptional Lie group $G_{2}$, a subgroup of $S O(7)$. When we let $\mathbf{a}$ and $\mathbf{b}$ run through all of $\mathbb{R}^{7}$, the image set of the simple bivectors $\mathbf{a} \wedge \mathbf{b}$ is a manifold of dimension $2 \cdot 7-3=11>7$ in $\bigwedge^{2} \mathbb{R}^{7}, \operatorname{dim}\left(\bigwedge^{2} \mathbb{R}^{7}\right)=\frac{1}{2} 7(7-1)=21$, while the image set of $\mathbf{a} \times \mathbf{b}$ is just $\mathbb{R}^{7}$. So the mapping

$$
\mathbf{a} \wedge \mathbf{b} \rightarrow \mathbf{a} \times \mathbf{b}=-(\mathbf{a} \wedge \mathbf{b})\lrcorner \mathbf{v}
$$

is not a one-to-one correspondence, but only a method of associating a vector to a bivector.

The 3 -dimensional cross product is the vector part of the quaternion product of two pure quaternions, that is,

$$
\mathbf{a} \times \mathbf{b}=\operatorname{Im}(\mathbf{a b}) \text { for } \mathbf{a}, \mathbf{b} \in \mathbb{R}^{3} \subset \mathbb{H} .
$$

In terms of the Clifford algebra $\mathcal{C} \ell_{3} \simeq \operatorname{Mat}(2, \mathbb{C})$ of the Euclidean space $\mathbb{R}^{3}$ the cross product could also be expressed as

$$
\mathbf{a} \times \mathbf{b}=-\left\langle\mathbf{a b e}_{123}\right\rangle_{1} \quad \text { for } \quad \mathbf{a}, \mathbf{b} \in \mathbb{R}^{3} \subset \mathcal{C} \ell_{3} .
$$

In terms of the Clifford algebra $\mathcal{C} \ell_{0,3} \simeq \mathbb{H} \times \mathbb{H}$ of the negative definite quadratic space $\mathbb{R}^{0,3}$ the cross product can be expressed not only as

$$
\mathbf{a} \times \mathbf{b}=-\left\langle\mathbf{a b e}_{123}\right\rangle_{1} \quad \text { for } \quad \mathbf{a}, \mathbf{b} \in \mathbb{R}^{0,3} \subset \mathcal{C} \ell_{0,3}
$$

but also as ${ }^{1}$

$$
\mathbf{a} \times \mathbf{b}=\left\langle\mathbf{a b}\left(1-\mathbf{e}_{123}\right)\right\rangle_{1} \quad \text { for } \quad \mathbf{a}, \mathbf{b} \in \mathbb{R}^{0,3} \subset \mathcal{C} \ell_{0,3} .
$$

Similarly, the 7 -dimensional cross product is the vector part of the octonion product of two pure octonions, that is, $\mathbf{a} \times \mathbf{b}=\langle\mathbf{a} \circ \mathbf{b}\rangle_{1}$. The octonion algebra $\mathbb{O}$ is a norm-preserving algebra with unity 1 , whence the vector part $\mathbb{R}^{7}$ in $\mathbb{O}=\mathbb{R} \oplus \mathbb{R}^{7}$ is an algebra with cross product, that is, $\mathbf{a} \times \mathbf{b}=\frac{1}{2}(\mathbf{a} \circ \mathbf{b}-\mathbf{b} \circ \mathbf{a})$ for $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{7} \subset \mathbb{O}=\mathbb{R} \oplus \mathbb{R}^{7}$. The octonion product in turn is given by

$$
a \circ b=\alpha \beta+\alpha \mathbf{b}+\mathbf{a} \beta-\mathbf{a} \cdot \mathbf{b}+\mathbf{a} \times \mathbf{b}
$$

[^43]for $a=\alpha+\mathbf{a}$ and $b=\beta+\mathbf{b}$ in $\mathbb{R} \oplus \mathbb{R}^{7}$. If we replace the Euclidean space $\mathbb{R}^{7}$ by the negative definite quadratic space $\mathbb{R}^{0,7}$, then not only
$$
a \circ b=\alpha \beta+\alpha \mathbf{b}+\mathbf{a} \beta+\mathbf{a} \cdot \mathbf{b}+\mathbf{a} \times \mathbf{b}
$$
for $a, b \in \mathbb{R} \oplus \mathbb{R}^{0,7}$, but also
$$
a \circ b=\langle a b(1-\mathbf{v})\rangle_{0,1}
$$
where $\mathbf{v}=\mathbf{e}_{124}+\mathbf{e}_{235}+\mathbf{e}_{346}+\mathbf{e}_{457}+\mathbf{e}_{561}+\mathbf{e}_{672}+\mathbf{e}_{713} \in \Lambda^{3} \mathbb{R}^{0,7}$.

### 23.5 Definition of triality

Let $n \geq 3$. All automorphisms of $S O(n)$ are of the form $U \rightarrow S U S^{-1}$ where $S \in O(n)$. All automorphisms of $\operatorname{Spin}(n), n \neq 8$, are of the form $u \rightarrow$ sus $^{-1}$ where $s \in \operatorname{Pin}(n)$. The group $\operatorname{Spin}(8)$ has exceptional automorphisms, which permute the non-identity elements $-1, \mathbf{e}_{12 \ldots 8},-\mathbf{e}_{12 \ldots .}$ in the center of $\operatorname{Spin}(8)$ :

$$
\begin{gathered}
-1 \longrightarrow \mathbf{e}_{12 \ldots 8} \\
\nwarrow \swarrow \\
-\mathbf{e}_{12 \ldots 8}
\end{gathered} \quad \rho\left( \pm \mathbf{e}_{12 \ldots 8}\right)=-I .
$$

Such an automorphism of $\operatorname{Spin}(8)$, of order 3, is said to be a triality automorphism, denoted by $\operatorname{trial}(u)$ for $u \in \operatorname{Spin}(8)$.

Regard $\operatorname{Spin}(8)$ as a subset of $\mathcal{C} \ell_{8}$. In $\mathcal{C} \ell_{8}$, triality sends the lines through $1,-\mathbf{e}_{12 \ldots 8}$ and $-1, \mathbf{e}_{12 \ldots 8}$, which are parallel, to the lines through $1,-1$ and $\mathbf{e}_{12 \ldots 8},-\mathbf{e}_{12 \ldots 8}$, which intersect each other. Thus, a triality automorphism of $\operatorname{Spin}(8)$ cannot be a restriction of a linear mapping $\mathcal{C} \ell_{8} \rightarrow \mathcal{C} \ell_{8}$.

A non-linear automorphism of $\operatorname{Spin}(8)$ might also interchange -1 with either of $\pm \mathbf{e}_{12 \ldots 8}$. Such an automorphism of $\operatorname{Spin}(8)$, of order 2 , is said to be a swap automorphism, denoted by $\operatorname{swap}(u)$ for $u \in \operatorname{Spin}(8)$.

On the Lie algebra level, triality acts on the space of bivectors $\Lambda^{2} \mathbb{R}^{8}$, of dimension 28. Triality stabilizes point-wise the Lie algebra $\mathcal{G}_{2}$ of $G_{2}$, which is the automorphism group of $\mathbb{O}$. The dimension of $\mathcal{G}_{2}$ is 14 . In the orthogonal complement $\mathcal{G}_{2}^{\perp}$ of $\mathcal{G}_{2}$, triality is an isoclinic rotation, turning each bivector by the angle $120^{\circ}$. A swap stabilizes point-wise not only $\mathcal{G}_{2}$ but also a 7 dimensional subspace of $\mathcal{G}_{2}^{\perp}$, and reflects the rest of the Lie algebra so(8) $\simeq D_{4}$, that is, another 7-dimensional subspace of $\mathcal{G}_{2}^{\perp}$. For a bivector $\mathbf{F} \in \bigwedge^{2} \mathbb{R}^{8}$, we denote triality by $\operatorname{Trial}(\mathbf{F})$ and swap by $\operatorname{Swap}(\mathbf{F})$.

On the level of representation spaces, triality could be viewed as permuting the vector space $\mathbb{R}^{8}$ and the two even spinor spaces, that is, the minimal left ideals $\mathcal{C} \ell_{8}^{+} \frac{1}{8}(1+\mathbf{w}) \frac{1}{2}\left(1 \pm \mathbf{e}_{12 \ldots 8}\right)$, which are sitting in the two-sided ideals
$\mathcal{C} \ell_{8}^{+} \frac{1}{2}\left(1 \pm \mathbf{e}_{12 \ldots .8}\right) \simeq \operatorname{Mat}(8, \mathbb{R})$ of $\mathcal{C} \ell_{8}^{+} \simeq^{2} \operatorname{Mat}(8, \mathbb{R})$. This means a $120^{\circ}$ rotation of the Coxeter-Dynkin diagram of the Lie algebra $D_{4}$ :


Rather than permuting the representation spaces, triality permutes elements of $\operatorname{Spin}(8)$, or their actions on the vector space and the two spinor spaces.

Because of its relation to octonions, it is convenient to view triality in terms of the Clifford algebra $\mathcal{C} \ell_{0,7} \simeq^{2} \operatorname{Mat}(8, \mathbb{R})$, the paravector space $\$ R^{8}=\mathbb{R} \oplus \mathbb{R}^{0,7}$, having an octonion product, the spin group

$$
\mathscr{S p i n}(8)=\left\{u \in \mathcal{C} \ell_{0,7} \mid u \bar{u}=1 ; \text { for all } x \in \$ R^{8} \text { also } u x \hat{u}^{-1} \in \mathscr{S} R^{8}\right\},
$$

the minimal left ideals $\mathcal{C} \ell_{0,7} \frac{1}{8}(1+\mathbf{w}) \frac{1}{2}\left(1 \mp \mathbf{e}_{12 \ldots 7}\right)$ of $\mathcal{C} \ell_{0,7} \simeq{ }^{2} \operatorname{Mat}(8, \mathbb{R})$, and the primitive idempotents

$$
f=\frac{1}{8}(1+\mathbf{w}) \frac{1}{2}\left(1-\mathbf{e}_{12 \ldots 7}\right), \quad \hat{f}=\frac{1}{8}(1+\mathbf{w}) \frac{1}{2}\left(1+\mathbf{e}_{12 \ldots 7}\right)
$$

For $u \in \$ \operatorname{pin}(8)$, define two linear transformations $U_{1}, U_{2}$ of $\$ R^{8}$ by

$$
U_{1}(x)=16\langle u x f\rangle_{0,1}, \quad U_{2}(x)=16\langle u x \hat{f}\rangle_{0,1}
$$

The action of $u$ on the left ideal $\mathcal{C} \ell_{0,7} \frac{1}{8}(1+\mathbf{w})$ of $\mathcal{C} \ell_{0,7}$ results in the matrix representation ${ }^{23}$

$$
\sin (8) \ni u \simeq\left(\begin{array}{cc}
U_{1} & 0 \\
0 & U_{2}
\end{array}\right) \quad \text { where } \quad U_{1}, U_{2} \in \$ O(8) .
$$

For $U \in S O(8),{ }^{4}$ define the companion $\check{U}$ by

$$
\check{U}(x)=\widehat{U(\hat{x})} \quad \text { for all } \quad x \in \$ R^{8}
$$

2 Choose the bases ( $\mathbf{e}_{1} f, \mathrm{e}_{2} f, \ldots, \mathrm{e}_{7} f, f$ ) for $\mathcal{C} \ell_{0,7} f$ and ( $\mathrm{e}_{1} \hat{f}, \mathrm{e}_{2} \hat{f}, \ldots, \mathrm{e}_{7} \hat{f}, \hat{f}$ ) for $\mathcal{C} \ell_{0,7} \hat{f}$, where $f=\frac{1}{8}(1+\mathbf{w}) \frac{1}{2}\left(1-\mathbf{e}_{12 \ldots 7}\right)$ and $\hat{f}=\frac{1}{8}(1+\mathbf{w}) \frac{1}{2}\left(1+\mathbf{e}_{12 \ldots 7}\right)$. Then the matrices of $U_{1}$ and $U_{2}$ are the same as in the basis $\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{7}, 1\right)$ of $\$ R^{8}$. Denoting $f_{i}=\mathbf{e}_{i} f$, $i=1,2, \ldots, 7$, and $f_{8}=f,\left(U_{1}\right)_{i j}=16\left\langle\bar{f}_{i} u f_{j}\right\rangle_{0}$, and denoting $g_{i}=\mathbf{e}_{i} \hat{f}, i=1,2, \ldots, 7$, and $g_{8}=\hat{f},\left(U_{2}\right)_{i j}=16\left\langle\bar{g}_{i} u g_{j}\right\rangle_{0}$.
3 If we had chosen the bases $\left(f_{1}, f_{2}, \ldots, f_{7}, f\right)$ for $\mathcal{C} \ell_{0,7} f$ and $\left(\hat{f}_{1}, \hat{f}_{2}, \ldots, \hat{f}_{7}, \hat{f}\right)$ for $\mathcal{C} \ell_{0,7} \hat{f}$, where $f_{i}=\mathrm{e}_{i} f$ and $\hat{f}_{i}=-\mathrm{e}_{i} \hat{f}$ for $i=1,2, \ldots, 7$, then we would have obtained the following matrix representation

$$
u \simeq\left(\begin{array}{cc}
U_{1} & 0 \\
0 & U_{2}
\end{array}\right)
$$

where $U_{1}(x)=16\langle u x f\rangle_{0,1}$ as before but $\check{U}_{2}(x)=16\langle\hat{u} x f\rangle_{0,1}$. This representation is used by Porteous 1995.
4 Or , for $U \in \operatorname{Mat}(8, \mathbb{R})$.

The companion $\check{u}$ of $u \in \operatorname{Spin}(8)$ is just its main involution, $\check{u}=\hat{u},{ }^{5}$ and corresponds to the matrix

$$
\check{u} \simeq\left(\begin{array}{cc}
\check{U}_{2} & 0 \\
0 & \check{U}_{1}
\end{array}\right) .
$$

For a paravector $a \in \$ R^{8}$, define the linear transformation $A$ of $\$ R^{8}$ by ${ }^{6}$

$$
A(x)=16\langle a x f\rangle_{0,1}, \quad \text { that is, } \quad A(x)=a \circ x
$$

making $\$ R^{8}$ the Cayley algebra $\mathbb{O}$. Since $\check{A}^{\top}(x)=16\langle a x \hat{f}\rangle_{0,1}$, we have the correspondence

$$
a \simeq\left(\begin{array}{cc}
A & 0 \\
0 & \check{A}^{\top}
\end{array}\right), \quad \text { abbreviated as } \quad a \sim A
$$

Computing the matrix product

$$
U(a)=u a \hat{u}^{-1} \simeq\left(\begin{array}{cc}
U_{1} & 0 \\
0 & U_{2}
\end{array}\right)\left(\begin{array}{cc}
A & 0 \\
0 & \check{A}^{\top}
\end{array}\right)\left(\begin{array}{cc}
\check{U}_{2}^{-1} & 0 \\
0 & \check{U}_{1}^{-1}
\end{array}\right)
$$

we find the correspondence $U(a) \sim U_{1} A \check{U}_{2}^{-1}$. Denote $U_{0}=\check{U}$, and let $\check{U}_{0}(a)$ operate on $x \in \$ R^{8}$, to get

$$
\check{U}_{0}(a) \circ x=\left(U_{1} A \check{U}_{2}^{-1}\right)(x)=U_{1}\left(a \circ \check{U}_{2}^{-1}(x)\right) .
$$

The ordered triple $\left(U_{0}, U_{1}, U_{2}\right)$ in $S O(8)$ is called a triality triplet with respect to the octonion product of $\mathbb{O}$.

If $\left(U_{0}, U_{1}, U_{2}\right)$ is a triality triplet, then also $\left(U_{1}, U_{2}, U_{0}\right),\left(U_{2}, U_{0}, U_{1}\right)$ and $\left(\check{U}_{2}, \breve{U}_{1}, \check{U}_{0}\right)$ are a triality triplets. This results in

$$
\check{U}_{0}(x \circ y)=U_{1}(x) \circ U_{2}(y) \text { for all } x, y \in \mathbb{O}=\$ R^{8},
$$

referred to as Cartan's principle of triality. Conversely, for a fixed $U_{0} \in \$ O(8)$, the identity $\check{U}_{0}(x \circ y)=U_{1}(x) \circ U_{2}(y)$ has two solutions $U_{1}, U_{2}$ in $\$ O(8)$, resulting in the triality triplet $\left(U_{0}, U_{1}, U_{2}\right)$ and its opposite $\left(U_{0},-U_{1},-U_{2}\right)$.

5 Recall that for $x \in \$ R^{8}=\mathbb{R} \oplus \mathbb{R}^{0,7}, U(x)=u x \hat{u}^{-1}$, and so $\check{U}(x)=\hat{u} \hat{x} u^{-1}$.
6 The matrix of $A$ can be computed as $A_{i j}=16\left\langle\bar{f}_{i} a f_{j}\right\rangle_{0}$. The paravector $a=a_{0}+a_{1} \mathbf{e}_{1}+$ $\cdots+a_{7} \mathrm{e}_{7}$ has the matrix

$$
A=\left(\begin{array}{cccccccc}
a_{0} & -a_{4} & -a_{7} & a_{2} & -a_{6} & a_{5} & a_{3} & a_{1} \\
a_{4} & a_{0} & -a_{5} & -a_{1} & a_{3} & -a_{7} & a_{6} & a_{2} \\
a_{7} & a_{5} & a_{0} & -a_{6} & -a_{2} & a_{4} & -a_{1} & a_{3} \\
-a_{2} & a_{1} & a_{6} & a_{0} & -a_{7} & -a_{3} & a_{5} & a_{4} \\
a_{6} & -a_{3} & a_{2} & a_{7} & a_{0} & -a_{1} & -a_{4} & a_{5} \\
-a_{5} & a_{7} & -a_{4} & a_{3} & a_{1} & a_{0} & -a_{2} & a_{6} \\
-a_{3} & -a_{6} & a_{1} & -a_{5} & a_{4} & a_{2} & a_{0} & a_{7} \\
-a_{1} & -a_{2} & -a_{3} & -a_{4} & -a_{5} & -a_{6} & -a_{7} & a_{0}
\end{array}\right)
$$

Thus, $U_{0}$ corresponds to two triality triplets $\left(U_{0}, U_{1}, U_{2}\right)$ and $\left(U_{0},-U_{1},-U_{2}\right)$, while $-U_{0}$, corresponds to $\left(-U_{0},-U_{1}, U_{2}\right)$ and $\left(-U_{0}, U_{1},-U_{2}\right)$.

The rotations $U_{1}, U_{2} \in \$ O(8)$ are represented by $\pm u_{1}, \pm u_{2} \in \$ \operatorname{pin}(8)$. We choose the signs so that

$$
\hat{u}_{0} \simeq\left(\begin{array}{cc}
U_{1} & 0 \\
0 & U_{2}
\end{array}\right), \quad \hat{u}_{1} \simeq\left(\begin{array}{cc}
U_{2} & 0 \\
0 & U_{0}
\end{array}\right), \quad \hat{u}_{2} \simeq\left(\begin{array}{cc}
U_{0} & 0 \\
0 & U_{1}
\end{array}\right),
$$

where $u_{0}=\hat{u}$ and $U_{0}=\check{U}$. Using the notion of triality triplets,

$$
u_{0} \simeq\left(U_{0}, U_{1}, U_{2}\right), \quad u_{1} \simeq\left(U_{1}, U_{2}, U_{0}\right), \quad u_{2} \simeq\left(U_{2}, U_{0}, U_{1}\right)
$$

The rotation $U_{0}$ in $\$ O(8)$ corresponds to $u_{0} \simeq\left(U_{0}, U_{1}, U_{2}\right)$ and its opposite $-u_{0} \simeq\left(U_{0},-U_{1},-U_{2}\right)$ in $\operatorname{Spin}(8)$, and the opposite rotation $-U_{0}$ corresponds to $\mathbf{e}_{12 \ldots 7} u_{0} \simeq\left(-U_{0},-U_{1}, U_{2}\right)$ and $-\mathbf{e}_{12 \ldots 7} u_{0} \simeq\left(-U_{0}, U_{1},-U_{2}\right)$. Triality is defined as the mapping

$$
\text { trial : } \$ \operatorname{pin}(8) \rightarrow \$ \operatorname{pin}(8), u_{1} \simeq\left(\begin{array}{cc}
\check{U}_{0} & 0 \\
0 & \check{U}_{2}
\end{array}\right) \rightarrow u_{2} \simeq\left(\begin{array}{cc}
\check{U}_{1} & 0 \\
0 & \check{U}_{0}
\end{array}\right)
$$

Triality is an automorphism of $\operatorname{Spin}(8)$; it is of order 3 and permutes the nonidentity elements $-1, \mathbf{e}_{12 \ldots 7},-\mathbf{e}_{12 \ldots 7}$ in the center of $\operatorname{Spin}(8)$.
Example. Take a unit paravector $a \in \$ R^{8}=\mathbb{R} \oplus \mathbb{R}^{0,7},|a|=1$. The action $x \rightarrow a x \hat{a}^{-1}$ is a simple rotation of $\$ R^{8}$. ${ }^{7}$ Thus, $a \in \$ \operatorname{pin}(8)$. Denote $a_{0}=\hat{a}$, $a_{1}=\operatorname{trial}\left(a_{0}\right)$ and $a_{2}=\operatorname{trial}\left(a_{1}\right)$ so that $16\left\langle\hat{a}_{1} x f\right\rangle_{0,1}=a_{2} x \hat{a}_{2}^{-1}, 16\left\langle\hat{a}_{2} x \hat{f}\right\rangle_{0,1}=$ $a_{1} x \hat{a}_{1}^{-1}$. Then

$$
a \circ x=a_{1} x \hat{a}_{1}^{-1} \quad \text { and } \quad x \circ a=a_{2} x \hat{a}_{2}^{-1}
$$

represent isoclinic rotations of $\$ R^{8}$. Left and right multiplications by $a \in S^{7} \subset$ (1) are positive and negative isoclinic rotations of $\$ R^{8}=\mathbb{O} .^{8}$ The Moufang identity

$$
a \circ(x \circ y) \circ a=(a \circ x) \circ(y \circ a)
$$

results in a special case of Cartan's principle of triality ${ }^{9}$

$$
\hat{a}_{0}(x \circ y) a_{0}^{-1}=\left(a_{1} x \hat{a}_{1}^{-1}\right) \circ\left(a_{2} y \hat{a}_{2}^{-1}\right) .
$$

In this special case, $a_{0}, a_{1}, a_{2}$ commute, $a_{2}=\tilde{a}_{1}\left(=\hat{a}_{1}^{-1}\right)$ and $a_{0} a_{1} a_{2}=1$ implying $a=a_{1} a_{2}=a_{1} \hat{a}_{1}^{-1}=a_{2} \hat{a}_{2}^{-1}$.

[^44]Triality sends a simple rotation to a positive isoclinic rotation and a positive isoclinic rotation to a negative isoclinic rotation. The isoclinic rotations can be represented by octonion multiplication having neutral axis in the rotation plane of the simple rotation:

|  | $\nearrow$ | positive isoclinic rotation |
| :---: | :---: | :---: |
| simple rotation | $\downarrow$ |  |
|  | $\nwarrow$ | negative isoclinic rotation |

## 23.6 $\operatorname{Spin}(7)$

Let $u_{0} \in \operatorname{Spin}(7) \subset \mathcal{C} \ell_{8}$, and $u_{1}=\operatorname{trial}\left(u_{0}\right), u_{2}=\operatorname{trial}\left(u_{1}\right)$. Then $u_{2}=\check{u}_{1}$, that is, $\operatorname{trial}\left(\operatorname{trial}\left(u_{0}\right)\right)=\mathbf{e}_{8} \operatorname{trial}\left(u_{0}\right) \mathbf{e}_{8}^{-1}$. ${ }^{10}$ Thus, $u_{1} \check{u}_{2}^{-1}=1$ and $u_{1} u_{2}^{-1}=$ $u_{1} \mathbf{e}_{8} u_{1}^{-1} \mathbf{e}_{8}^{-1} \in \mathbb{R} \oplus \mathbb{R}^{7} \mathbf{e}_{8}$, being a product of two vectors, represents a simple rotation. ${ }^{11}{ }^{12}$ Since $\breve{U}_{0}=U_{0}, U_{2}=\check{U}_{1}$,

$$
u_{0} \simeq\left(\begin{array}{cc}
U_{1} & 0 \\
0 & \check{U}_{1}
\end{array}\right), \quad u_{1} \simeq\left(\begin{array}{cc}
U_{0} & 0 \\
0 & U_{1}
\end{array}\right), \quad u_{2} \simeq\left(\begin{array}{cc}
U_{2} & 0 \\
0 & U_{0}
\end{array}\right) .
$$

Comparing matrix entries of $u_{1} u_{0}^{-1} u_{2}$, we find $u_{1} u_{0}^{-1} u_{2} \in \operatorname{Spin}(7)$ and so $U_{1} U_{0}^{-1} U_{2} \in S O(7)$.

Let the rotation angles of $U_{0} \in S O(7)$ be $\alpha_{0}, \beta_{0}, \gamma_{0}$ so that $\alpha_{0} \geq \beta_{0} \geq \gamma_{0} \geq 0$. Then the rotation angles of $U_{1} \in S O(8)$ are

$$
\left\{\begin{array}{l}
\alpha_{1}=\frac{1}{2}\left(\alpha_{0}+\beta_{0}+\gamma_{0}\right) \\
\beta_{1}=\frac{1}{2}\left(\alpha_{0}+\beta_{0}-\gamma_{0}\right) \\
\gamma_{1}=\frac{1}{2}\left(\alpha_{0}-\beta_{0}+\gamma_{0}\right) \\
\delta_{1}=\frac{1}{2}\left(\alpha_{0}-\beta_{0}-\gamma_{0}\right) .
\end{array}\right.
$$

Since eigenvalues change in $U_{0} \rightarrow U_{1}$, triality cannot be a similarity, $U_{1} \neq$ $S U_{0} S^{-1}$. Represent the rotation planes of $U_{0} \in S O(7) \subset S O(8)$ by unit bivectors $\mathbf{A}_{0}, \mathbf{B}_{0}, \mathbf{C}_{0}$, and choose the orientation of $\mathbf{D}_{0}=\mathbf{u e}, \mathbf{u} \in \mathbb{R}^{7},|\mathbf{u}|=1$ so that $\mathbf{A}_{0} \wedge \mathbf{B}_{0} \wedge \mathbf{C}_{0} \wedge \mathbf{D}_{0}=\mathbf{e}_{12 \ldots 8}$. The rotation planes of $U_{1}$ can be expressed as unit bivectors ${ }^{13}$

$$
\left\{\begin{array}{l}
\mathbf{A}_{1}=\frac{1}{2} \operatorname{Trial}\left(\mathbf{A}_{0}+\mathbf{B}_{0}+\mathbf{C}_{0}-\mathbf{D}_{0}\right) \\
\mathbf{B}_{1}=\frac{1}{2} \operatorname{Trial}\left(\mathbf{A}_{0}+\mathbf{B}_{0}-\mathbf{C}_{0}+\mathbf{D}_{0}\right) \\
\mathbf{C}_{1}=\frac{1}{2} \operatorname{Trial}\left(\mathbf{A}_{0}-\mathbf{B}_{0}+\mathbf{C}_{0}+\mathbf{D}_{0}\right) \\
\mathbf{D}_{1}=\frac{1}{2} \operatorname{Trial}\left(\mathbf{A}_{0}-\mathbf{B}_{0}-\mathbf{C}_{0}-\mathbf{D}_{0}\right)
\end{array}\right.
$$

10 Note that trial $\left(\operatorname{trial}\left(u_{1}\right)\right) \neq \mathbf{e}_{8} \operatorname{trial}\left(u_{1}\right) \mathrm{e}_{8}^{-1}, \operatorname{trial}\left(\operatorname{trial}\left(u_{2}\right)\right) \neq \mathrm{e}_{8} \operatorname{trial}\left(u_{2}\right) \mathrm{e}_{8}^{-1}$.
11 In $\mathcal{C} \ell_{0,7}, u_{2}=\hat{u}_{1}$, and so $u_{1} \hat{u}_{2}^{-1}=1$, but $u_{1} u_{2}^{-1} \in \mathbb{R} \oplus \mathbb{R}^{0,7}$.
12 Recall that for $u \in \operatorname{Spin}(8), u^{-1}=\tilde{u}$, and for $u \in \operatorname{Spin}(8), u^{-1}=\bar{u}$.
13 Trial : $\Lambda^{2} \mathbb{R}^{8} \rightarrow \Lambda^{2} \mathbb{R}^{8}$ sends negative isoclinic bivectors to simple bivectors.

The rotation angles and planes of $U_{2}$ are

$$
\begin{aligned}
& \alpha_{2}=\alpha_{1}, \beta_{2}=\beta_{1}, \gamma_{2}=\gamma_{1}, \delta_{2}=-\delta_{1} \\
& \mathbf{A}_{2}=\check{\mathbf{A}}_{1}, \mathbf{B}_{2}=\check{\mathbf{B}}_{1}, \mathbf{C}_{2}=\check{\mathbf{C}}_{1}, \mathbf{D}_{2}=-\check{\mathbf{D}}_{1} .
\end{aligned}
$$

The rotation planes of $U_{0}, U_{1}, U_{2}$ induce the same orientation on $\mathbb{R}^{8}$, that is,

$$
A_{0} \wedge B_{0} \wedge C_{0} \wedge D_{0}=A_{1} \wedge B_{1} \wedge C_{1} \wedge D_{1}=A_{2} \wedge B_{2} \wedge C_{2} \wedge D_{2}
$$

For $u_{0} \in \operatorname{Spin}(7), u_{1}, u_{2} \in \operatorname{Spin}(8)$, so that

$$
\begin{aligned}
& u_{0}=\exp \left(\frac{1}{2}\left(\alpha_{0} \mathbf{A}_{0}+\beta_{0} \mathbf{B}_{0}+\gamma_{0} \mathbf{C}_{0}\right)\right) \\
& u_{1}=\exp \left(\frac{1}{2}\left(\alpha_{1} \mathbf{A}_{1}+\beta_{1} \mathbf{B}_{1}+\gamma_{1} \mathbf{C}_{1}+\delta_{1} \mathbf{D}_{1}\right)\right) \\
& u_{2}=\exp \left(\frac{1}{2}\left(\alpha_{1} \mathbf{A}_{2}+\beta_{1} \mathbf{B}_{2}+\gamma_{1} \mathbf{C}_{2}-\delta_{1} \mathbf{D}_{2}\right)\right)
\end{aligned}
$$

### 23.7 The exceptional Lie algebra $G_{2}$

A rotation $U \in S O(7)$ such that

$$
U(\mathbf{x} \circ \mathbf{y})=U(\mathbf{x}) \circ U(\mathbf{y}) \text { for all } \mathbf{x}, \mathbf{y} \in \mathbb{O}
$$

is an automorphism of the Cayley algebra $\mathbb{O}$. The automorphisms form a group $G_{2}$ with Lie algebra $\mathcal{G}_{2} \subset \bigwedge^{2} \mathbb{R}^{8}, \operatorname{dim} \mathcal{G}_{2}=14$. A bivector $\mathbf{U} \in \mathcal{G}_{2}$ acts on the octonion product as a derivation

$$
\mathbf{U L} L(\mathbf{x} \circ \mathbf{y})=(\mathbf{U} L \mathbf{x}) \circ \mathbf{y}+\mathbf{x} \circ(\mathbf{U} L \mathbf{y}) \text { for all } \mathbf{x}, \mathbf{y} \in \mathbb{O}=\mathbb{R}^{8} .
$$

The double cover of $G_{2} \subset S O(7)$ in $\mathbf{S p i n}(7)$ consists of two components, $\mathbf{G}_{2}$ and $-\mathbf{G}_{2}$. The groups $\mathbf{G}_{2}$ and $G_{2}=\rho\left(\mathbf{G}_{2}\right)$ are isomorphic, $G_{2} \simeq \mathbf{G}_{2}$. ${ }^{14}$

A rotation $U_{0} \in G_{2} \subset S O(7)$ has only one preimage in $\mathbf{G}_{2} \subset \operatorname{Spin}(7)$, say $u_{0}, \rho\left(u_{0}\right)=U_{0}$. Since $\operatorname{trial}\left(u_{0}\right)=u_{0}, u_{1}=\operatorname{trial}\left(u_{0}\right)$ equals $u_{0}$, and $U_{1}=\rho\left(u_{1}\right)$ equals $U_{0}$. The rotation angles $\alpha_{0}, \beta_{0}, \gamma_{0}$ of $U_{0}$, such that $\alpha_{0} \geq \beta_{0} \geq \gamma_{0} \geq 0$, satisfy the identities

$$
\left\{\begin{array}{l}
\alpha_{1}=\frac{1}{2}\left(\alpha_{0}+\beta_{0}+\gamma_{0}\right)=\alpha_{0} \\
\beta_{1}=\frac{1}{2}\left(\alpha_{0}+\beta_{0}-\gamma_{0}\right)=\beta_{0} \\
\gamma_{1}=\frac{1}{2}\left(\alpha_{0}-\beta_{0}+\gamma_{0}\right)=\gamma_{0} \\
\delta_{1}=\frac{1}{2}\left(\alpha_{0}-\beta_{0}-\gamma_{0}\right)=0
\end{array}\right.
$$

each of which implies

$$
\alpha_{0}=\beta_{0}+\gamma_{0}
$$

14 Note that $-I \notin G_{2}$ because $-I \notin S O(7)$ and $-1 \notin \mathrm{G}_{2}$ because triality stabilizes pointwise $G_{2}$ but sends -1 to $\pm \mathrm{e}_{12 \ldots 8}$.

This can also be expressed by saying that the signed rotation angles $\alpha, \beta, \gamma$ of $U \in G_{2}$ satisfy

$$
\alpha+\beta+\gamma=0
$$

Represent the rotation planes of $U$ by unit bivectors $\mathbf{A}, \mathbf{B}, \mathbf{C}$ and choose orientations so that $u=\exp \left(\frac{1}{2}(\alpha \mathbf{A}+\beta \mathbf{B}+\gamma \mathbf{C})\right)$, when $U=\rho(u)$. Then $\mathbf{A}\lrcorner \mathbf{w}=\mathbf{B}+\mathbf{C}$. Conversely, for an arbitrary rotation $U \in S O(7)$ to be in $G_{2}$ it is sufficient that

$$
\mathbf{A}\lrcorner \mathbf{w}=\mathbf{B}+\mathbf{C} \quad \text { and } \quad \alpha+\beta+\gamma=0 .
$$

In order to construct a bivector $\mathbf{U} \in \mathcal{G}_{2}$, pick up a unit bivector $\mathbf{A} \in \bigwedge^{2} \mathbb{R}^{7}$, $\mathbf{A}^{2}=-1$, decompose the bivector $\left.\mathbf{A}\right\lrcorner \mathbf{w}$ into a sum of two simple unit bivectors $\mathbf{B}+\mathbf{C}$ (this decomposition is not unique), choose $\alpha, \beta, \gamma \in \mathbb{R}$ so that $\alpha+\beta+\gamma=$ 0 , and write $\mathbf{U}=\alpha \mathbf{A}+\beta \mathbf{B}+\gamma \mathbf{C}$.

For $u \in \mathbf{G}_{2}, \operatorname{trial}(u)=u$, and for $\mathbf{U} \in \mathcal{G}_{2}, \operatorname{Trial}(\mathbf{U})=\mathbf{U}$, in other words, triality stabilizes point-wise $\mathbf{G}_{2}$ and $\mathcal{G}_{2}$. Multiplication by $u \in \mathbf{G}_{2}$ stabilizes the idempotent $\frac{1}{8}(1+\mathbf{w}), u \frac{1}{8}(1+\mathbf{w})=\frac{1}{8}(1+\mathbf{w}) u=\frac{1}{8}(1+\mathbf{w})$, while a bivector $\mathbf{U} \in \mathcal{G}_{2}$ annihilates $\frac{1}{8}(1+\mathbf{w}), \mathbf{U} \frac{1}{8}(1+\mathbf{w})=\frac{1}{8}(1+\mathbf{w}) \mathbf{U}=0$, and thus $\mathbf{U} \frac{1}{8}(7-\mathbf{w})=\frac{1}{8}(7-\mathbf{w}) \mathbf{U}=\mathbf{U}$. Conversely, a rotation $U \in S O(7)$ is in $G_{2}$ if it fixes the 3 -vector

$$
\mathbf{v}=\mathbf{e}_{124}+\mathbf{e}_{235}+\mathbf{e}_{346}+\mathbf{e}_{457}+\mathbf{e}_{561}+\mathbf{e}_{672}+\mathbf{e}_{713}
$$

for which $\mathbf{w}=\mathbf{v e}_{12 \ldots .7}^{-1}=\mathbf{e}_{1236}-\mathbf{e}_{1257}-\mathbf{e}_{1345}+\mathbf{e}_{1467}+\mathbf{e}_{2347}-\mathbf{e}_{2456}-\mathbf{e}_{3567}$.
A bivector $F \in \bigwedge^{2} \mathbb{R}^{8}, \operatorname{dim}\left(\bigwedge^{2} \mathbb{R}^{8}\right)=28$, can be decomposed as

$$
\left.\mathbf{F}=\mathbf{G}+\mathbf{H} \quad \text { where } \quad \mathbf{G} \in \mathcal{G}_{2} \quad \text { and } \quad \mathbf{H}=\frac{1}{3} \mathbf{w}\right\lrcorner(\mathbf{w} \wedge \mathbf{F}) \in \mathcal{G}_{2}^{\perp}
$$

Under triality, $\mathbf{F}$ goes to $\operatorname{Trial}(\mathbf{F})=\mathbf{G}+\operatorname{Trial}(\mathbf{H}), \operatorname{Trial}(\mathbf{H}) \in \mathcal{G}_{2}^{\perp}$, where the angle between $\mathbf{H}$ and $\operatorname{Trial}(\mathbf{H})$ is $120^{\circ}$. In particular, triality is an isoclinic rotation when restricted to $\mathcal{G}_{2}^{\perp}, \operatorname{dim}\left(\mathcal{G}_{2}^{\perp}\right)=14$.

A bivector $\mathbf{F} \in \Lambda^{2} \mathbb{R}^{7}$ can be decomposed as $\mathbf{F}=\mathbf{G}+\mathbf{H}$, where $\mathbf{G} \in \mathcal{G}_{2}$,

$$
\mathbf{H} \in \mathcal{G}_{2}^{\perp} \cap \bigwedge^{2} \mathbb{R}^{7}, \quad \operatorname{dim}\left(\mathcal{G}_{2}^{\perp} \cap \bigwedge^{2} \mathbb{R}^{7}\right)=7
$$

For a vector $\mathbf{a} \in \mathbb{R}^{7}, \mathbf{v L} \mathbf{a} \in \mathcal{G}_{2}^{\perp} \cap \bigwedge^{2} \mathbb{R}^{7}$. The mapping $\mathbf{a} \rightarrow \mathbf{v} \mathrm{L} \mathbf{a}$ is one-to-one, since $\mathbf{a}=\frac{1}{3} \mathbf{v} \mathrm{~L}(\mathbf{v} \mathbf{L} \mathbf{a})$. The element $u=\exp (\mathbf{v} \mathrm{L} \mathbf{a}) \in \operatorname{Spin}(7)$ induces a rotation of $\mathbb{R}^{7}$, which has a as its axis and is isoclinic in $\mathbf{a}^{\perp}=\left\{\mathbf{x} \in \mathbb{R}^{7} \mid \mathbf{x} \cdot \mathbf{a}=0\right\}$. A miracle happens when $|\mathbf{a}|=2 \pi / 3$. Then the rotation angles of $U=\rho(u)$ are $4 \pi / 3$, which is the same as $4 \pi / 3-2 \pi=-2 \pi / 3$ in the opposite sense of rotation. For the signed rotation angles we can choose $\alpha=4 \pi / 3, \beta=\gamma=-2 \pi / 3$ which
satisfy $\alpha+\beta+\gamma=0$. Since also $\mathbf{A}\lrcorner \mathbf{w}=\mathbf{B}+\mathbf{C}$, it follows that $u \in \mathbf{G}_{2}$. Therefore, $u=\exp (\mathbf{v} L \mathbf{a})$, where $\mathbf{a} \in \mathbb{R}^{7}$ and $|\mathbf{a}|=2 \pi / 3$, belongs to

$$
\exp \left(\mathcal{G}_{2}\right) \cap \exp \left(\mathcal{G}_{2}^{\perp} \cap \bigwedge^{2} \mathbb{R}^{7}\right) \simeq S^{6}, \quad \text { where } \quad \exp \left(\mathcal{G}_{2}\right)=\mathbf{G}_{2}
$$

Note that $\alpha+\beta+\gamma=0$ in $\mathbf{G}_{2}$ while $\alpha=\beta=\gamma$ in $\exp \left(\mathcal{G}_{2}^{\perp} \cap \bigwedge^{2} \mathbb{R}^{7}\right)$. An element $u \in \mathbf{G}_{2} \cap \exp \left(\mathcal{G}_{2}^{\perp} \cap \bigwedge^{2} \mathbb{R}^{7}\right)$ can be also constructed by choosing a unit bivector $\mathbf{A} \in \bigwedge^{2} \mathbb{R}^{7}, \mathbf{A}^{2}=-1$, decomposing $\left.\mathbf{A}\right\lrcorner \mathbf{w}=\mathbf{B}+\mathbf{C}$, constructing bivectors

$$
\frac{2 \pi}{3}(2 \mathbf{A}-\mathbf{B}-\mathbf{C})=\mathbf{G} \in \mathcal{G}_{2} \quad \text { and } \quad \frac{2 \pi}{3}(-\mathbf{A}-\mathbf{B}-\mathbf{C})=\mathbf{H} \in \mathcal{G}_{2}^{\perp} \cap \bigwedge^{2} \mathbb{R}^{7}
$$

and exponentiating

$$
u=e^{\mathbf{G}}=e^{\mathbf{H}}=-\frac{1}{8}+\cdots
$$

The elements $u$ are extreme elements in $\mathbf{G}_{2}$ in the sense that $\langle u\rangle_{0}=-\frac{1}{8}$, while for all other $g \in \mathbf{G}_{2},\langle g\rangle_{0}>-\frac{1}{8}$.

The elements $u=\exp (\mathbf{v} L \mathbf{a})$, where $\mathbf{a} \in \mathbb{R}^{0,7}$ and $|\mathbf{a}|=2 \pi / 3$, satisfy $u^{3}=1$, and they are the only non-identity solutions of $u^{3}=1$ in $\mathbf{G}_{2}$. The octonion $a=e^{0 \mathbf{a}}\left(=e^{\mathbf{a}}\right)$ satisfies $a^{03}=1$ and $a^{0-1} \circ x \circ a=u x u^{-1}$ for all $x \in \$ R^{8}=\mathbb{R} \oplus \mathbb{R}^{0,7}$. Conversely, the only unit octonions $a \in S^{7} \subset \mathbb{O}=\$ R^{8}$ satisfying

$$
a^{0-1} \circ(x \circ y) \circ a=\left(a^{0-1} \circ x \circ a\right) \circ\left(a^{0-1} \circ y \circ a\right) \text { for all } x, y \in \$ R^{8}
$$

are solutions of $a^{03}= \pm 1$.

### 23.8 Components of the automorphism group of $\operatorname{Spin}(8)$

In general, the only exterior automorphisms of $\operatorname{Spin}(n), n \neq 8$, are of type $u \rightarrow \operatorname{sus}^{-1}$, where $s \in \operatorname{Pin}(n) \backslash \operatorname{Spin}(n)$. Thus, $\operatorname{Aut}(\operatorname{Spin}(n)) / \operatorname{Int}(\operatorname{Spin}(n)) \simeq$ $\mathbb{Z}_{2}$, when $n \neq 8$. However, in the case $n=8$, the following sequence is exact

$$
1 \longrightarrow \operatorname{Int}(\operatorname{Spin}(8)) \longrightarrow \operatorname{Aut}(\operatorname{Spin}(8)) \longrightarrow S_{3}
$$

that is, $\operatorname{Aut}(\mathbf{S p i n}(8)) / \operatorname{Int}(\mathbf{S p i n}(8)) \simeq S_{3}$, a non-commutative group of order 6.

For $u \in \operatorname{Spin}(8)$, denote $\operatorname{swap}_{1}(u)=\mathbf{e}_{8} \operatorname{trial}(u) \mathbf{e}_{8}^{-1}=\operatorname{trial}\left(\operatorname{trial}\left(\mathbf{e}_{8} u \mathbf{e}_{8}^{-1}\right)\right)$ and $\operatorname{swap}_{2}(u)=\mathbf{e}_{8} \operatorname{trial}(\operatorname{trial}(u)) \mathrm{e}_{8}^{-1}=\operatorname{trial}\left(\mathbf{e}_{8} u \mathbf{e}_{8}^{-1}\right)$. Then trial, $\operatorname{swap}_{1}, \operatorname{swap}_{2}$ generate $S_{3}$ :
trial $\circ$ trial $\circ$ trial $=\operatorname{swap}_{1} \circ \operatorname{swap}_{1}=\operatorname{swap}_{2} \circ \operatorname{swap}_{2}=$ identity $\mathrm{swap}_{1} \circ \mathrm{swap}_{2}=$ trial and $\mathrm{swap}_{2} \circ \mathrm{swap}_{1}=$ trial $\circ$ trial.

The automorphism group of $\operatorname{Spin}(8)$ contains 6 components, represented by the identity, trial, trial $\circ$ trial, swap $_{1}$, swap $_{2}$ and the companion. ${ }^{15}$ In the component of trial, all automorphisms of order 3 are trialities for some octonion product.

### 23.9 Triality is quadratic

Triality of $u \in \operatorname{Spin}(8) \subset \mathcal{C} \ell_{8}$ is a restriction a polynomial mapping $\mathcal{C} \ell_{8} \rightarrow \mathcal{C} \ell_{8}$, of degree 2 ,

$$
\begin{aligned}
& \operatorname{trial}(u)= \operatorname{trial}_{1}(u) \operatorname{trial}_{2}(u) \\
& \operatorname{trial}_{1}(u)= \frac{1}{2}\left(1+\mathbf{e}_{12 \ldots 8}\right)\left[\left(u ( 1 + \mathbf { w } ) \left(1-\mathbf{e}_{\left.12 \ldots 8)\rangle_{0,6} \wedge \mathbf{e}_{8}\right] \mathbf{e}_{8}^{-1}}\right.\right.\right. \\
& \quad+\frac{1}{2}\left(1-\mathbf{e}_{12 \ldots 8)}\right. \\
& \operatorname{trial}_{2}(u)=(\mathbf{w}-3)\left[\left(u\left(1+\mathbf{e}_{12 \ldots 8)}\right) \wedge \mathbf{e}_{8}\right] \mathbf{e}_{8}^{-1}(\mathbf{w}-3)^{-1} .\right.
\end{aligned}
$$

The first factor is affine linear and the second factor is linear. To verify that trial is a triality, it is sufficient to show that it is an automorphism of order 3 sending -1 to $\mathbf{e}_{12 \ldots . .8}$.

In the Lie algebra level, the triality automorphism of a bivector $\mathbf{F} \in \Lambda^{2} \mathbb{R}^{8}$ is

$$
\begin{aligned}
\operatorname{Trial}(\mathbf{F}) & =\mathbf{e}_{8}\left(\mathbf{F}-\frac{1}{2} \mathbf{F}(1+\mathbf{w})\left(1+\mathbf{e}_{12 \ldots 8}\right)\right\rangle_{2} \mathbf{e}_{8}^{-1} \\
& \left.\left.=\frac{1}{2} \mathbf{e}_{8}(\mathbf{F}-\mathbf{F}\lrcorner \mathbf{w}-(\mathbf{F} \wedge \mathbf{w})\right\lrcorner \mathbf{e}_{12 \ldots 8}\right) \mathbf{e}_{8}^{-1}
\end{aligned}
$$

The triality automorphism of a para-bivector $F \in \mathbb{R}^{0,7} \oplus \bigwedge^{2} \mathbb{R}^{0,7}$ is

$$
\begin{aligned}
\operatorname{Trial}(F) & =\left\langle F-\frac{1}{2} F(1+\mathbf{w})\left(1-\mathbf{e}_{12 \ldots .}\right)\right\rangle_{1,2} \\
& \left.\left.=\frac{1}{2}\left(F-\langle F\rangle_{2}\right\lrcorner \mathbf{w}+(F \wedge \mathbf{w})\right\lrcorner \mathbf{e}_{12 \ldots 7}\right)^{\wedge} .
\end{aligned}
$$

For $u \in \$ \operatorname{pin}(8)$, triality is

$$
\begin{aligned}
\operatorname{trial}(u)= & \operatorname{trial}_{1}(u) \operatorname{trial}_{2}(u) \\
\operatorname{trial}_{1}(u)= & \frac{1}{2}\left(1-\mathbf{e}_{12 \ldots 7}\right)\left\langle u(1+\mathbf{w})\left(1+\mathbf{e}_{12 \ldots .}\right)\right\rangle_{0,6} \\
& \quad+\frac{1}{2}\left(1+\mathbf{e}_{12 \ldots 7} \ldots\right. \\
\operatorname{trial}_{2}(u)= & (\mathbf{w}-3) \operatorname{even}\left(u\left(1-\mathbf{e}_{12 \ldots 7}\right)\right)(\mathbf{w}-3)^{-1} .
\end{aligned}
$$

### 23.10 Triality in terms of eigenvalues and invariant planes

Triality can also be viewed classically, without Clifford algebras, by inspection of changes in eigenvalues and invariant planes of rotations. Consider $U_{0} \in$ $S O(8)$ and a triality triplet $\left(U_{0}, U_{1}, U_{2}\right)$. Let the rotation angles $\alpha_{0}, \beta_{0}, \gamma_{0}, \delta_{0}$

[^45]of $U_{0}$ be such that $\alpha_{0} \geq \beta_{0} \geq \gamma_{0} \geq \delta_{0} \geq 0$. Represent the rotation planes of $U_{0}$ by the unit bivectors $\mathbf{A}_{0}, \mathbf{B}_{0}, \mathbf{C}_{0}, \mathbf{D}_{0}$. Then the rotation angles of $U_{1}$ and $U_{2}$ are
\[

\left\{$$
\begin{array} { l } 
{ \alpha _ { 1 } = \frac { 1 } { 2 } ( \alpha _ { 0 } + \beta _ { 0 } + \gamma _ { 0 } - \delta ) } \\
{ \beta _ { 1 } = \frac { 1 } { 2 } ( \alpha _ { 0 } + \beta _ { 0 } - \gamma _ { 0 } + \delta ) } \\
{ \gamma _ { 1 } = \frac { 1 } { 2 } ( \alpha _ { 0 } - \beta _ { 0 } + \gamma _ { 0 } + \delta ) } \\
{ \delta _ { 1 } = \frac { 1 } { 2 } ( \alpha _ { 0 } - \beta _ { 0 } - \gamma _ { 0 } - \delta ) }
\end{array}
$$ and \left\{$$
\begin{array}{l}
\alpha_{2}=\frac{1}{2}\left(\alpha_{0}+\beta_{0}+\gamma_{0}+\delta\right) \\
\beta_{2}=\frac{1}{2}\left(\alpha_{0}+\beta_{0}-\gamma_{0}-\delta\right) \\
\gamma_{2}=\frac{1}{2}\left(\alpha_{0}-\beta_{0}+\gamma_{0}-\delta\right) \\
\delta_{2}=\frac{1}{2}\left(-\alpha_{0}+\beta_{0}+\gamma_{0}-\delta\right)
\end{array}
$$\right.\right.
\]

and the rotation planes are

$$
\left\{\begin{array}{l}
\mathbf{A}_{1}=\frac{1}{2} \operatorname{Trial}\left(\mathbf{A}_{0}+\mathbf{B}_{0}+\mathbf{C}_{0}-\mathbf{D}_{0}\right) \\
\mathbf{B}_{1}=\frac{1}{2} \operatorname{Trial}\left(\mathbf{A}_{0}+\mathbf{B}_{0}-\mathbf{C}_{0}+\mathbf{D}_{0}\right) \\
\mathbf{C}_{1}=\frac{1}{2} \operatorname{Trial}\left(\mathbf{A}_{0}-\mathbf{B}_{0}+\mathbf{C}_{0}+\mathbf{D}_{0}\right) \\
\mathbf{D}_{1}=\frac{1}{2} \operatorname{Trial}\left(\mathbf{A}_{0}-\mathbf{B}_{0}-\mathbf{C}_{0}-\mathbf{D}_{0}\right)
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\mathbf{A}_{2}=\frac{1}{2} \operatorname{Trial}\left(\operatorname{Trial}\left(\mathbf{A}_{0}+\mathbf{B}_{0}+\mathbf{C}_{0}+\mathbf{D}_{0}\right)\right) \\
\mathbf{B}_{2}=\frac{1}{2} \operatorname{Trial}\left(\operatorname{Trial}\left(\mathbf{A}_{0}+\mathbf{B}_{0}-\mathbf{C}_{0}-\mathbf{D}_{0}\right)\right) \\
\mathbf{C}_{2}=\frac{1}{2} \operatorname{Trial}\left(\operatorname{Trial}\left(\mathbf{A}_{0}-\mathbf{B}_{0}+\mathbf{C}_{0}-\mathbf{D}_{0}\right)\right) \\
\mathbf{D}_{2}=\frac{1}{2} \operatorname{Trial}\left(\operatorname{Trial}\left(-\mathbf{A}_{0}+\mathbf{B}_{0}+\mathbf{C}_{0}-\mathbf{D}_{0}\right)\right) .
\end{array}\right.
$$

### 23.11 Trialities with respect to different octonion products

An arbitrary 4 -vector $\mathbf{w} \in \Lambda^{4} \mathbb{R}^{8}$, for which $\frac{1}{8}(1+\mathbf{w})$ is an idempotent in $\mathcal{C} \ell_{8}^{+}$, is called a calibration. ${ }^{16}$ A direction $\mathbf{n} \in \mathbb{R}^{8},|\mathbf{n}|=1$, fixed by the calibration, $\mathbf{w n}=\mathbf{n w}$, is called the neutral axis of the calibration. A calibration together with its neutral axis can be used to introduce an octonion product on $\mathbb{R}^{8}$ and a triality of $\operatorname{Spin}(8)$.

Let $\mathbf{w}_{1}, \mathbf{w}_{2}$ be calibrations, with neutral axes $\mathbf{n}_{1}, \mathbf{n}_{2} \in \mathbb{R}^{8}$. Denote the octonion products by

$$
\begin{aligned}
& \mathbf{x} \circ_{\mathbf{w}_{1}, \mathbf{n}_{1}} \mathbf{y}=\left\langle\mathbf{x n}_{1} \mathbf{y}\left(1+\mathbf{w}_{1}\right)\left(1-\mathbf{e}_{12 \ldots} \ldots\right)\right\rangle_{1}, \\
& \mathbf{x} \circ_{\mathbf{w}_{2}, \mathbf{n}_{2}} \mathbf{y}=\left\langle\mathbf{x n}_{2} \mathbf{y}\left(1+\mathbf{w}_{2}\right)\left(1-\mathbf{e}_{12 \ldots .}\right)\right\rangle_{1}
\end{aligned}
$$

and the trialities by $\operatorname{trial}_{\mathbf{w}_{1}, \mathbf{n}_{1}}(u), \operatorname{trial}_{\mathbf{w}_{2}, \mathbf{n}_{2}}(u)$. Denote the opposite of the composition of the trialities by trial $\mathbf{w}_{12}, \mathbf{n}_{12}(u)$ so that

$$
\operatorname{trial}_{\mathbf{w}_{12}, \mathbf{n}_{12}}\left(\operatorname{trial}_{\mathbf{w}_{12}, \mathbf{n}_{12}}(u)\right)=\operatorname{trial}_{\mathbf{w}_{1}, \mathbf{n}_{1}}\left(\operatorname{trial}_{\mathbf{w}_{2}, \mathbf{n}_{2}}(u)\right)
$$

Then

$$
\begin{aligned}
\mathbf{w}_{12} & =\frac{1}{2}\left(\mathbf{w}_{1}+\mathbf{w}_{2}\right)+\frac{1}{2}\left(-\mathbf{w}_{1}+\mathbf{w}_{2}\right) \mathbf{e}_{12 \ldots 8} \\
& =\frac{1}{2}\left(1-\mathbf{e}_{12 \ldots 8}\right) \mathbf{w}_{1}+\frac{1}{2}\left(1+\mathbf{e}_{12 \ldots 8}\right) \mathbf{w}_{2}
\end{aligned}
$$

16 Note that $\mathbf{w}$ satisfies $\mathbf{w}^{2}=7+6 \mathbf{w}$.
and

$$
\mathbf{n}_{12}=\frac{\mathbf{y}}{|\mathbf{y}|} \text { for a non-zero } \mathbf{y}=\mathbf{x}-\frac{1}{4} \mathbf{w}_{12} L\left(\mathbf{w}_{12} L \mathbf{x}\right), \text { where } \mathbf{x} \in \mathbb{R}^{8}
$$

### 23.12 Factorization of $u \in \operatorname{Spin}(8)$

Take $u \in \mathbf{S p i n}(8) \backslash \mathbf{S p i n}(7)$. Denote $s=\left(u \wedge \mathbf{e}_{8}\right) \mathbf{e}_{8}^{-1}$, and $u_{7}=\frac{s}{|s|}$. Then $u_{7} \in \operatorname{Spin}(7)$, and $u=u_{8} u_{7}=u_{7} u_{8}^{\prime}$, where $u_{8}, u_{8}^{\prime} \in \mathbb{R} \oplus \mathbb{R}^{7} \mathbf{e}_{8}$. ${ }^{17}$ These factorizations are unique, up to a sign ( -1 is a square root of 1 in $\operatorname{Spin}(7)$ ) :

$$
u=u_{8} u_{7}=\left(-u_{8}\right)\left(-u_{7}\right)=u_{7} u_{8}^{\prime}=\left(-u_{7}\right)\left(-u_{8}^{\prime}\right) .
$$

The following factorizations are unique, up to a cube root of 1 in $\mathbf{G}_{2}$ :

$$
u_{7}=h_{0} g_{0}=h_{1} g_{1}=h_{2} g_{2}=g_{0} h_{0}^{\prime}=g_{1} h_{1}^{\prime}=g_{2} h_{2}^{\prime}
$$

where

$$
\begin{aligned}
& h_{0}^{3}=u_{7} \operatorname{trial}\left(u_{7}\right)^{-1} u_{7} \operatorname{trial}\left(\operatorname{trial}\left(u_{7}\right)\right)^{-1}, \\
& h_{0}^{\prime 3}=\operatorname{trial}\left(u_{7}\right)^{-1} u_{7} \operatorname{trial}\left(\operatorname{trial}\left(u_{7}\right)\right)^{-1} u_{7},
\end{aligned}
$$

and

$$
\begin{array}{cl}
h_{1}=h_{0} g, h_{2}=h_{0} g^{2}, & h_{1}^{\prime}=g^{\prime} h_{0}^{\prime}, h_{2}^{\prime}=g^{\prime} h_{0}^{\prime}, \\
g=\exp \left(\frac{2 \pi}{3} \mathbf{v} L \frac{\mathbf{h}_{0}}{\left|\mathbf{h}_{0}\right|}\right), & g^{\prime}=\exp \left(\frac{2 \pi}{3} \mathbf{v} \mathrm{~L} \frac{\mathbf{h}_{0}^{\prime}}{\mid \mathbf{h}_{0}^{0}}\right), \\
\mathbf{h}_{0}=\left(\mathbf{H}_{0} \wedge \mathbf{H}_{0} \wedge \mathbf{H}_{0}\right) \mathbf{e}_{12 \ldots} \ldots, & \mathbf{h}_{0}^{\prime}=\left(\mathbf{H}_{0}^{\prime} \wedge \mathbf{H}_{0}^{\prime} \wedge \mathbf{H}_{0}^{\prime}\right) \mathbf{e}_{12 \ldots 7}, \\
h_{0}=e^{\mathbf{H}_{0}}, & h_{0}^{\prime}=e^{\mathbf{H}_{0}^{\prime}} .
\end{array}
$$

In this factorization, $g_{0}, g_{1}, g_{2} \in \mathbf{G}_{2}$ and $h_{0}, h_{1}, h_{2}, h_{0}^{\prime}, h_{1}^{\prime}, h_{2}^{\prime} \in \exp \left(\mathcal{G}_{2}^{\frac{1}{n} \cap} \bigwedge^{2} \mathbb{R}^{7}\right)$ and $g, g^{\prime} \in \mathbf{G}_{2} \cap \exp \left(\mathcal{G}_{2}^{\perp} \cap \bigwedge^{2} \mathbb{R}^{7}\right) \simeq S^{6}$. These factorizations are unique, up to a factor $g, g^{\prime} \in \mathrm{G}_{2}, g^{3}=g^{\prime 3}=1$. ${ }^{18}$

Appendix: Comparison of formalisms in $\mathbb{R}^{8}$ and $\mathbb{R} \oplus \mathbb{R}^{0,7}$
We use the 3 -vector

$$
\mathbf{v}=\mathbf{e}_{124}+\mathbf{e}_{235}+\mathbf{e}_{346}+\mathbf{e}_{457}+\mathbf{e}_{561}+\mathbf{e}_{672}+\mathbf{e}_{713}
$$

in $\Lambda^{3} \mathbb{R}^{8}$ or $\Lambda^{3} \mathbb{R}^{0,7}$, and the 4 -vector $\mathbf{w}=\mathbf{v e}_{12 \ldots .7}^{-1}$ in $\Lambda^{4} \mathbb{R}^{8}$ or $\Lambda^{4} \mathbb{R}^{0,7}$,

$$
\mathbf{w}=\mathbf{e}_{1236}-\mathbf{e}_{1257}-\mathbf{e}_{1345}+\mathbf{e}_{1467}+\mathbf{e}_{2347}+\mathbf{e}_{2456}-\mathbf{e}_{3467} .
$$

Note that $\mathbf{e}_{12 \ldots 7}^{-1}=-\mathbf{e}_{12 \ldots 7}$ in $\mathcal{C} \ell_{8}$ while $\mathbf{e}_{12 \ldots 7}^{-1}=\mathbf{e}_{12 \ldots 7}$ in $\mathcal{C} \ell_{0,7}$.
17 Note that $u_{8}=\sqrt{u\left(\mathrm{e}_{8} u \mathrm{e}_{8}^{-1}\right)^{-1}}$ and $u_{8}^{\prime}=\sqrt{\left(\mathrm{e}_{8} u \mathrm{e}_{8}^{-1}\right)^{-1} u}$.
18 Recall that $-1 \notin \mathbf{G}_{2}$.

We use the octonion product

$$
\begin{aligned}
& \mathbf{x} \circ \mathbf{y}=\left\langle\mathbf{x} \mathbf{e}_{8} \mathbf{y}(1+\mathbf{w})\left(1-\mathbf{e}_{12 \ldots} \ldots\right)\right\rangle_{1} \quad \text { for vectors } \mathbf{x}, \mathbf{y} \in \mathbb{R}^{8}, \\
& x \circ y=\left\langle x y(1+\mathbf{w})\left(1-\mathbf{e}_{12 \ldots 7}\right)\right\rangle_{0,1} \quad \text { for paravectors } x, y \in \mathbb{R} \oplus \mathbb{R}^{0,7} .
\end{aligned}
$$

Note that in $\mathcal{C} \ell_{0,7}$, also $x \circ y=\langle x y(1-\mathbf{v})\rangle_{0,1}$.
The bivector $\mathbf{F}=\mathbf{A}+\mathbf{B} \in \Lambda^{2} \mathbb{R}^{8}$, with $\mathbf{B} \in \Lambda^{2} \mathbb{R}^{7}$ and $\mathbf{A}=\mathbf{a e}_{8}, \mathbf{a} \in \mathbb{R}^{7}$, corresponds to the para-bivector $F=\mathbf{a}-\mathbf{B} \in \mathbb{R}^{0,7} \oplus \Lambda^{2} \mathbb{R}^{0,7}$, with $\mathbf{a}=\mathbf{A} \mathbf{e}_{8}^{-1} \in$ $\mathbb{R}^{0,7}$. Let $u=u_{+}+u_{-} \mathbf{e}_{8} \in \operatorname{Spin}(8)$, where $u_{ \pm} \in \mathcal{C} \ell_{7}^{ \pm}$. Then $u \in \operatorname{Spin}(8)$ corresponds to

$$
\left(\widetilde{u_{+}+u_{-}}\right)=\left(\widehat{u_{+}+u_{-}}\right)^{-1} \in \operatorname{Spin}(8) .
$$

The companion $\check{u}$ of $u$ is

$$
\begin{array}{ll}
\check{u}=\mathbf{e}_{8} u \mathbf{e}_{8}^{-1} & \text { for } u \text { in } \operatorname{Spin}(8) \text { or } \mathcal{C} \ell_{8}^{+}\left(\text {or } \mathcal{C} \ell_{8}\right), \\
\check{u}=\hat{u} & \text { for } u \text { in } \$ \operatorname{pin}(8) \text { or } \mathcal{C} \ell_{0,7} .
\end{array}
$$

For $u_{0}, u_{1}=\operatorname{trial}\left(u_{0}\right), u_{2}=\operatorname{trial}\left(u_{1}\right)$, Cartan's principle of triality says

$$
\begin{array}{lll}
\check{u}_{0}(\mathbf{x} \circ \mathbf{y}) \check{u}_{0}^{-1}=\left(u_{1} \mathbf{x} u_{1}^{-1}\right) \circ\left(u_{2} \mathbf{y} u_{2}^{-1}\right) & \text { in } & \operatorname{Spin}(8), \\
\hat{u}_{0}(x \circ y) u_{0}^{-1}=\left(u_{1} x \hat{u}_{1}^{-1}\right) \circ\left(u_{2} y \hat{u}_{2}^{-1}\right) & \text { in } & \operatorname{Spin}(8) .
\end{array}
$$

In the Lie algebra level, Freudenthal's principle of triality says ${ }^{19}$

$$
\begin{aligned}
& \left.\left.(\mathbf{x} \circ \mathbf{y})\lrcorner \check{\mathbf{F}}_{0}=(\mathbf{x}\lrcorner \mathbf{F}_{1}\right) \circ \mathbf{y}+\mathbf{x} \circ(\mathbf{y}\lrcorner \mathbf{F}_{2}\right) \text { in } \bigwedge^{2} \mathbb{R}^{8}, \\
& \left.\left.\left.\langle(x \circ y)\lrcorner F_{0}\right\rangle_{0,1}=\langle x\lrcorner \hat{F}_{1}\right\rangle_{0,1} \circ y+x \circ\langle y\lrcorner \hat{F}_{2}\right\rangle_{0,1} \quad \text { in } \mathbb{R}^{0,7} \oplus \bigwedge^{2} \mathbb{R}^{0,7} .
\end{aligned}
$$

The non-identity central elements of the Lie groups are permuted as follows

$$
\begin{aligned}
& \operatorname{trial}(-1)=\mathbf{e}_{12 \ldots 8}, \operatorname{trial}\left(\mathbf{e}_{12 \ldots 8}\right)=-\mathbf{e}_{12 \ldots 8} \quad \text { in } \quad \operatorname{Spin}(8), \\
& \operatorname{trial}(-1)=-\mathbf{e}_{12 \ldots 7}, \operatorname{trial}\left(-\mathrm{e}_{12 \ldots 7}\right)=\mathbf{e}_{12 \ldots 7} \quad \text { in } \quad \operatorname{Spin}(8) .
\end{aligned}
$$

## Exercises

Show that

1. For $\left.\left.\mathbf{U} \in \mathcal{G}_{2}, \mathbf{U}\right\lrcorner \mathbf{w}=-\mathbf{U}, \mathbf{U w}=-\mathbf{U}, \mathbf{U}\right\lrcorner \mathbf{U}=-|\mathbf{U}|^{2},|\mathbf{U} \wedge \mathbf{U}|=|\mathbf{U}|^{2}$.
2. For $\mathbf{U}_{0} \in \bigwedge^{2} \mathbb{R}^{8}, \mathbf{U}_{1}=\operatorname{Trial}\left(\mathbf{U}_{0}\right), \mathbf{U}_{2}=\operatorname{Trial}\left(\mathbf{U}_{1}\right), \mathbf{U}_{0}+\mathbf{U}_{1}+\mathbf{U}_{2} \in \mathcal{G}_{2}$, $2 \mathbf{U}_{0}-\mathbf{U}_{1}-\mathbf{U}_{2} \in \mathcal{G}_{2}^{\perp}$.
3. In $\mathcal{C} \ell_{0,7},(1+\mathbf{w})\left(1-\mathbf{e}_{12 \ldots 7}\right)=\left(1-\mathbf{e}_{124}\right)\left(1-\mathbf{e}_{235}\right)\left(1-\mathbf{e}_{346}\right)\left(1-\mathbf{e}_{457}\right)$, $(1+\mathbf{w})\left(1-e_{12 \ldots 7}\right)=(1-v)\left(1-e_{12 \ldots 7}\right)$.
4. $\mathbf{w}^{2}=7+6 \mathbf{w}$.
5. $\mathbf{w}^{n}= \begin{cases}\frac{1}{8}\left(7^{n}-1\right)+1+\frac{1}{8}\left(7^{n}-1\right) \mathbf{w}, & n \text { even }, \\ \frac{1}{8}\left(7^{n}+1\right)-1+\frac{1}{8}\left(7^{n}+1\right) \mathbf{w}, & n \text { odd } .\end{cases}$

19 Note that $\mathbf{x}\lrcorner \mathbf{F}$ corresponds to $\langle x\lrcorner \hat{F}\rangle_{0,1}$.
6. For $x \in \mathbb{R}, f(x \mathbf{w})=f(-x) \frac{1}{8}(7-\mathbf{w})+f(7 x) \frac{1}{8}(1+\mathbf{w})$. Hint: the minimal polynomial of $\mathbf{w}, x^{2}=7+6 x$, has roots $x=-1, x=7$.
7. For $\mathbf{G} \in \mathcal{G}_{2}, \frac{1}{8}(1+\mathbf{w}) \mathbf{G} \frac{1}{8}(1+\mathbf{w})=0, \frac{1}{8}(7-\mathbf{w}) \mathbf{G} \frac{1}{8}(7-\mathbf{w})=\mathbf{G}$, $e^{\mathbf{G}}=\frac{1}{8}(7-\mathbf{w}) e^{\mathbf{G}} \frac{1}{8}(7-\mathbf{w})+\frac{1}{8}(1+\mathbf{w})$.
8. $\mathbf{v}^{2}=-7-6 \mathbf{w}$ in $\mathcal{C} \ell_{8}, \mathbf{v}^{2}=7+6 \mathbf{w}$ in $\mathcal{C} \ell_{0,7}$.
9. For $\mathbf{v} \in \bigwedge^{3} \mathbb{R}^{7}, e^{\pi \mathbf{v}}=-1$. Hint: $\mathbf{v}^{4}+50 \mathbf{v}^{2}+49=0$, and $x^{4}+50 x^{2}+49=0$ has roots $\pm i, \pm 7 i$.
10. For $\mathbf{v} \in \bigwedge^{3} \mathbb{R}^{0,7}, \cos (\pi \mathbf{v})=-1, \sin (\pi \mathbf{v})=0$. Hint: $\mathbf{v}^{4}-50 \mathbf{v}^{2}+49=0$, and $x^{4}-50 x^{2}+49=0$ has roots $\pm 7, \pm 1$.
11. For $\left.\mathbf{F} \in \Lambda^{2} \mathbb{R}^{8}, \mathbf{F}=\mathbf{G}+\mathbf{H}, \mathbf{G} \in \mathcal{G}_{2}, \mathbf{H} \in \mathcal{G}_{2}^{\perp}: \mathbf{H}=\frac{1}{3} \mathbf{w}\right\lrcorner(\mathbf{w} \wedge \mathbf{F})$.
12. For $\mathbf{H} \in \mathcal{G}_{2}^{\perp}, \mathbf{H}=\frac{1}{4} \mathbf{w} L(\mathbf{w} L \mathbf{H})$.
13. For $u_{0} \in \$ \operatorname{pin}(8), u_{1}=\operatorname{trial}\left(u_{0}\right), u_{2}=\operatorname{trial}\left(u_{1}\right): u_{0} \hat{u}_{1}^{-1} u_{2} \in \$ \operatorname{pin}(7)$.

Hint: $a=u_{0}^{-1} \hat{u}_{0} \in \mathbb{R} \oplus \mathbb{R}^{0,7}$ and so $a=\widehat{\operatorname{trial}(a)} \operatorname{trial}(a)^{-1}$.
14. For the opposite product $\mathbf{x} \bullet \mathbf{y}=\mathbf{y} \circ \mathbf{x}$ of $\mathbf{x}, \mathbf{y} \in \mathbb{O}=\mathbb{R}^{8}$, $\check{u}_{0}(\mathbf{x} \bullet \mathbf{y}) \check{u}_{0}^{-1}=\left(u_{2} \mathbf{x} u_{2}^{-1}\right) \bullet\left(u_{1} \mathbf{y} u_{1}^{-1}\right)$.
15. $u_{0}(\mathbf{x} \circ \mathbf{y}) u_{0}^{-1}=\left(\check{u}_{2} \mathbf{x} \check{u}_{2}^{-1}\right) \circ\left(\check{u}_{1} \mathbf{y} \check{u}_{1}^{-1}\right)$.
16. $\left\langle\hat{u}_{0} x(1+\mathbf{w})\left(1-\mathbf{e}_{12 \ldots 7}\right)\right\rangle_{0,1}=u_{1} x \hat{u}_{1}^{-1}$, $\left\langle\hat{u}_{0} x(1+\mathbf{w})\left(1+\mathbf{e}_{12 \ldots 7}\right)\right\rangle_{0,1}=u_{2} x \hat{u}_{2}^{-1}$.
17. $\left\langle\hat{u}_{0} x y(1+\mathbf{w})\left(1-\mathbf{e}_{12 \ldots 7}\right)\right\rangle_{0,1}=u_{1}(x \circ y) \hat{u}_{1}^{-1}$,
$\left\langle\hat{u}_{0} x y(1+\mathbf{w})\left(1+\mathrm{e}_{12 \ldots 7}\right)\right\rangle_{0,1}=u_{2}(y \circ x) \hat{u}_{2}^{-1}$.
18. For $\mathbf{B} \in \bigwedge^{2} \mathbb{R}^{8} \cap \mathbf{S p i n}(8),\langle\operatorname{trial}(\mathbf{B})\rangle_{0}=\frac{1}{4}$. For $\mathbf{C} \in \bigwedge^{4} \mathbb{R}^{8} \cap \mathbf{S p i n}(8)$, $\langle\operatorname{trial}(\mathbf{C})\rangle_{0}=0$. For $\mathbf{D} \in \Lambda^{6} \mathbb{R}^{8} \cap \mathbf{S p i n}(8),\langle\operatorname{trial}(\mathbf{D})\rangle_{0}=-\frac{1}{4}$.
19. For $\mathbf{C} \in \bigwedge^{4} \mathbb{R}^{8} \cap \mathbf{S p i n}(8)$, $\operatorname{trial}(\mathbf{C}) \in \bigwedge^{4} \mathbb{R}^{8}$.
20. For $u \in \mathbf{S p i n}(8)$, inducing a simple rotation $U=\rho(u)$ :
$\langle\operatorname{trial}(u)\rangle_{8} \mathrm{e}_{12 \ldots 8}>0$ and $\langle\operatorname{trial}(\operatorname{trial}(u))\rangle_{8} \mathbf{e}_{12 \ldots 8}<0$.
21. $\left\langle\mathbf{G}_{2}\right\rangle_{0} \geq-\frac{1}{8},\langle\operatorname{trial}(\mathbf{S p i n}(7))\rangle_{0} \geq-\frac{1}{4}$.
22. $\mathbf{G}_{2} \cap \exp \left(\mathcal{G}_{2}^{\perp} \cap \wedge^{2} \mathbb{R}^{7}\right)$ is homeomorphic but not isometric to $S^{6}$.
23. $\operatorname{diam}\left(\mathbf{G}_{2}\right)=\frac{3}{2}, \operatorname{diam}(\operatorname{trial}(\operatorname{Spin}(7)))=\sqrt{\frac{5}{2}}$.
24. Triality does not extend to an automorphism of $\operatorname{Pin}(8)$.
25. $\left[\frac{1}{4}(\mathbf{w}-3)\right]^{2}=1$.

Determine
26. The matrix of $\frac{1}{4}(\mathbf{w}-3)$ in the basis $\left(f_{1}, f_{2}, \ldots, f_{8}\right)$ of $\mathcal{C} \ell_{8}^{+} f$, where $f_{i}=\mathbf{e}_{i} \mathbf{e}_{8} f, i=1,2, \ldots, 8$, and $f=\frac{1}{8}(1+\mathbf{w}) \frac{1}{2}\left(1+\mathbf{e}_{12 \ldots 8}\right)$.

## Solutions

13. $u_{0}^{-1} \hat{u}_{0}=\hat{u}_{1}^{-1} u_{2} \hat{u}_{2}^{-1} u_{1}$ so $1=u_{0} \hat{u}_{1}^{-1} u_{2}\left(\hat{u}_{2}^{-1} u_{1} \hat{u}_{0}^{-1}\right)=u_{0} \hat{u}_{1}^{-1} u_{2}\left(\hat{u}_{0} u_{1}^{-1} \hat{u}_{2}\right)^{-1}$ which implies $u_{0} \hat{u}_{1}^{-1} u_{2}=\hat{u}_{0} u_{1}^{-1} \hat{u}_{2}=\left(u_{0} \hat{u}_{1}^{-1} u_{2}\right)$.
14. Triality sends $-1 \in \operatorname{Cen}(\operatorname{Pin}(8))$ to $\mathbf{e}_{12 \ldots 8} \notin \operatorname{Cen}(\operatorname{Pin}(8))$.
15. 

$$
16\left\langle\tilde{f}_{i} \frac{1}{4}(\mathbf{w}-3) f_{j}\right\rangle_{0}=\left(\begin{array}{cccccccc}
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right) .
$$
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## A History of Clifford Algebras

Clifford's geometric algebras were created by William K. Clifford in 1878/1882, when he introduced a new multiplication rule into Grassmann's exterior algebra $\wedge \mathbb{R}^{n}$, by means of an orthonormal basis $\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}\right)$ of $\mathbb{R}^{n}$. Clifford also classified his algebras into four classes according to the signs in $\left(\mathbf{e}_{1} \mathbf{e}_{2} \ldots \mathbf{e}_{n}\right)^{2}= \pm 1$ and $\left(\mathbf{e}_{1} \mathbf{e}_{2} \ldots \mathbf{e}_{n}\right) \mathbf{e}_{i}= \pm \mathrm{e}_{i}\left(\mathbf{e}_{1} \mathbf{e}_{2} \ldots \mathbf{e}_{n}\right)$. In the special case of $n=3$, Clifford's construction embodied Hamilton's quaternions, as bivectors $i=\mathbf{e}_{2} \mathbf{e}_{3}, j=\mathbf{e}_{3} \mathbf{e}_{1}, k=\mathbf{e}_{1} \mathbf{e}_{2}$. Clifford algebras were independently rediscovered by Lipschitz 1880/1886, who also presented their first application to geometry, while exploring rotations of $\mathbb{R}^{n}$, in terms of $\operatorname{Spin}(n)$, a normalized subgroup of the Lipschitz group $\Gamma_{n}^{+}$.

Spinor representations of the orthogonal Lie algebras, $B_{\ell}=s o(2 n+1)$ and $D_{\ell}=s o(2 n)$, were observed by E. Cartan in 1913, but without using the term "spinor". Two-valued spinor representations of the rotation groups $S O(n)$ were re-constructed recursively by Brauer \& Weyl in 1935, but without using the term "Clifford algebra".

In the Schrödinger equation, Pauli 1927 replaced $\pi^{2}=\vec{\pi} \cdot \vec{\pi}$, where $\vec{\pi}=$ $-i \hbar \nabla-e \vec{A}$, by

$$
\vec{\pi}^{2}=\vec{\pi} \cdot \vec{\pi}+\vec{\pi} \wedge \vec{\pi}
$$

where the exterior part does not vanish: $(\vec{\pi} \wedge \vec{\pi}) \psi=-\hbar e \vec{B} \psi$. Pauli explained interaction of a spinning electron with a magnetic field $\vec{B}$ by means of a spinorvalued wave function $\psi: \mathbb{R}^{3} \times \mathbb{R} \rightarrow \mathbb{C}^{2}$. Thus, besides tensors, nature required new kinds of objects: spinors, whose construction calls for Clifford algebras.

Clifford algebras are not only necessary but also offer advantages: their multivector structure enables controlling of subspaces without losing information about their orientations. Physicists are familiar with this advantage in the special case of 1-dimensional oriented subspaces, which they manipulate by vectors, not by projection operators, which forget orientations.

### 23.13 Algebras of Hamilton, Grassmann and Clifford

The first step towards a Clifford algebra was taken by Hamilton in 1843 (first published 1844), when he studied products of sums of squares and invented his quaternions while searching for multiplicative compositions of triplets in $\mathbb{R}^{3}$. The present formulation of vector algebra was extracted from the quaternion product of triplets/vectors $\mathbf{x y}=-\mathbf{x} \cdot \mathbf{y}+\mathbf{x} \times \mathbf{y}$ by Gibbs 1881-84 (first published 1901). Hamilton regarded quaternions as quotients of vectors and wrote a rotation in the form $\mathbf{y}=a \mathbf{x}$ using a unit quaternion $a \in \mathbb{H},|a|=1$. In such a rotation, the axis a had to be perpendicular to the vector $\mathbf{x}$ (which turned in the plane orthogonal to a). Cayley 1845 published the formula for rotations

$$
\mathbf{y}=a \mathbf{x} a^{-1}, \quad a=\cos \left(\frac{\alpha}{2}\right)+\frac{\mathbf{a}}{\alpha} \sin \left(\frac{\alpha}{2}\right)
$$

about an arbitrary axis $\mathbf{a} \in \mathbb{R}^{3}$ by angle $\alpha=|\mathbf{a}|$ (Cayley ascribed the discovery to Hamilton). Cayley thus came into contact with half-angles and spin representation of rotations in $\mathbb{R}^{3}$. However, in 1840 Olinde Rodrigues had already recognized the relevancy of half-angles in his study on the composition of rotations in $\mathbb{R}^{3}$. Cayley 1855 also discovered the quaternionic representation $q \rightarrow a q b$ of rotations in $\mathbb{R}^{4}$, equivalent to the decomposition $\operatorname{Spin}(4) \simeq \operatorname{Spin}(3) \times \mathbf{S p i n}(3)$.

The quaternion algebra $\mathbb{H}$ is isomorphic to the even Clifford algebras $\mathcal{C} \ell_{3}^{+} \simeq$ $\mathcal{C} \ell_{0,3}^{+}$as well as to the proper ideals $\mathcal{C} \ell_{0,3} \frac{1}{2}\left(1 \pm \mathbf{e}_{123}\right)$ of $\mathcal{C} \ell_{0,3}$. Hamilton also considered complex quaternions $\mathbb{C} \otimes \mathbb{H}$, isomorphic to the Clifford algebra $\mathcal{C} \ell_{3}$ on $\mathbb{R}^{3}$. Note the algebra isomorphisms $\mathcal{C} \ell_{3} \simeq \operatorname{Mat}(2, \mathbb{C})$ and $\mathcal{C} \ell_{0,3} \simeq \mathbb{H} \oplus \mathbb{H}$.

Bivectors were introduced by H. Grassmann, when he created his exterior algebras in 1844. The exterior product of two vectors, the bivector $\mathbf{a} \wedge \mathbf{b}$, was interpreted geometrically as the parallelogram with $\mathbf{a}$ and $\mathbf{b}$ as edges, and two such exterior products were equal if their parallelograms lay in parallel planes and had the same area with the same sense of rotation (from $\mathbf{a}$ to $\mathbf{b}$ ). Thus the exterior product of two vectors was anticommutative, $\mathbf{a} \wedge \mathbf{b}=-\mathbf{b} \wedge \mathbf{a}$. Using a basis $\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}\right)$ for $\mathbb{R}^{n}$, the exterior algebra $\bigwedge \mathbb{R}^{n}$ had a basis

1

$$
\begin{aligned}
& \mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n} \\
& \mathbf{e}_{1} \wedge \mathbf{e}_{2}, \mathbf{e}_{1} \wedge \mathbf{e}_{3}, \ldots, \mathbf{e}_{1} \wedge \mathbf{e}_{n}, \mathbf{e}_{2} \wedge \mathbf{e}_{3}, \ldots, \mathbf{e}_{n-1} \wedge \mathbf{e}_{n}
\end{aligned}
$$

$\mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \ldots \wedge \mathbf{e}_{n}$
and was thereby of dimension $2^{n}$.
W. K. Clifford studied compounds (tensor products) of two quaternion algebras, where quaternions of one algebra commuted with the quaternions of the
other algebra, and applied exterior algebra to grade these tensor products of quaternion algebras. Clifford coined his geometric algebra in 1876 (first published in 1878). Clifford's geometric algebra was generated by $n$ orthogonal unit vectors $\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}$ which anticommuted $\mathbf{e}_{i} \mathbf{e}_{j}=-\mathbf{e}_{j} \mathbf{e}_{i}$ (like Grassmann) and satisfied all $\mathbf{e}_{i}^{2}=-1$ (like Hamilton) [or then all $\mathbf{e}_{i}^{2}=1$ as in Clifford's paper 1882]. The number of independent products $\mathbf{e}_{i} \mathbf{e}_{j}=\mathbf{e}_{i} \wedge \mathbf{e}_{j}$, $i<j$, of degree 2 was $\frac{1}{2} n(n-1)=\binom{n}{2}$. Clifford summed up the numbers of independent products of various degrees $0,1,2, \ldots, n$ and thereby determined the dimension of his geometric algebra to be

$$
1+n+\binom{n}{2}+\ldots+1=2^{n}
$$

Clifford distinguished four classes of these geometric algebras characterized by the signs of $\left(e_{1} e_{2} \ldots e_{n}\right) e_{i}= \pm e_{i}\left(e_{1} e_{2} \ldots e_{n}\right)$ and $\left(e_{1} e_{2} \ldots e_{n}\right)^{2}= \pm 1$. He also introduced two algebras of lower dimension $2^{n-1}$, namely, the subalgebra of even elements and, for odd $n$, a reduced (non-universal) algebra obtained by putting $\mathbf{e}_{1} \mathbf{e}_{2} \ldots \mathbf{e}_{n}= \pm 1$ [instead of letting $\mathbf{e}_{1} \mathbf{e}_{2} \ldots \mathbf{e}_{n}=\mathbf{e}_{1} \wedge \mathbf{e}_{2} \wedge \ldots \wedge \mathbf{e}_{n}$ be of degree $n$ with $\left.\left(\mathbf{e}_{1} \mathbf{e}_{2} \ldots \mathbf{e}_{n}\right)^{2}=1\right]$.

### 23.14 Rudolf Lipschitz

Clifford's geometric algebra was reinvented in 1880, just two years after its first publication, by Rudolf Lipschitz, who later acknowledged Clifford's prior discovery in his book, see R. Lipschitz: Untersuchungen über die Summen von Quadraten, 1886. In his study on sums of squares, Lipschitz considered a representation of rotations by complex numbers and quaternions and generalized this to higher dimensional rotations in $\mathbb{R}^{n}$. Lipschitz thus gave the first geometric application of Clifford algebras in 1880. He expressed a rotation

$$
\mathbf{y}=(I+A)(I-A)^{-1} \mathbf{x}, \quad \mathbf{x} \in \mathbb{R}^{n}
$$

(written here in modern notation with an antisymmetric matrix $A$ ) in the form $\mathbf{y}-A \mathbf{y}=\mathbf{x}+A \mathbf{x}$ or as $\mathbf{y}+\mathbf{y}\lrcorner \mathbf{B}=\mathbf{x}+\mathbf{B}\left\llcorner\mathbf{x}\right.$ where $\mathbf{B} \in \Lambda^{2} \mathbb{R}^{n}$ is the bivector determined by $A \mathbf{x}=\mathbf{B}\llcorner\mathbf{x}(=-\mathbf{x}\lrcorner \mathbf{B})$. Lipschitz rewrote $(I-A) \mathbf{y}=(I+A) \mathbf{x}$ using an even Clifford number $a \in \mathcal{C} \ell_{0, n}^{+}$in the form $\mathbf{y} a=a \mathbf{x}$, thus representing the rotation as

$$
\mathbf{y}=a \mathbf{x} a^{-1}, \quad a \in \Gamma_{0, n}^{+}
$$

[Lipschitz wrote $y a_{1}=a x$ where $x=\mathrm{xe}_{1}^{-1}, y=\mathrm{ye}_{1}^{-1}, a_{1}=\mathrm{e}_{1} a \mathrm{e}_{1}^{-1}$.] In modern terms (introduced by Chevalley), Lipschitz used the exterior exponential

$$
a=e^{\wedge \mathbf{B}}, \quad e^{\wedge \mathbf{B}}=1+\mathbf{B}+\frac{1}{2} \mathbf{B} \wedge \mathbf{B}+\frac{1}{6} \mathbf{B}^{\wedge 3}+\cdots,
$$

of the bivector $\mathbf{B}$ so that the normalized element $a /|a|$ was in the spin group $\operatorname{Spin}(n)$.

### 23.15 Theodor Vahlen

Vahlen 1897 found an explicit expression for the multiplication rule of two basis elements in $\mathcal{C} \ell_{0, n}$

$$
\left(\mathbf{e}_{1}^{\alpha_{1}} e_{2}^{\alpha_{2}} \ldots \mathbf{e}_{n}^{\alpha_{n}}\right)\left(\mathbf{e}_{1}^{\beta_{1}} e_{2}^{\beta_{2}} \ldots e_{n}^{\beta_{n}}\right)=(-1)^{\sum_{i \geq j} \alpha_{i} \beta_{j}} \mathbf{e}_{1}^{\alpha_{1}+\beta_{1}} \mathbf{e}_{2}^{\alpha_{2}+\beta_{2}} \ldots \mathbf{e}_{n}^{\alpha_{n}+\beta_{n}}
$$

where the exponents are 0 or 1 (added here modulo 2, although for Vahlen $1+1$ $=2$, so that summation was over $i>j$ ). Vahlen's formula has frequently been reinvented afterwards: for positive metrics by Brauer \& Weyl 1935, for arbitrary metrics by Deheuvels 1981 p. 294, disguised with index sets as in Chevalley 1946 p. 62, Artin 1957 p. 186 and Brackx \& Delanghe \& Sommen 1982 p. 2, or hidden among permutations as in Kähler 1960/62 and Delanghe \& Sommen \& Souček 1992, pp. 58-59.

Although Brauer \& Weyl 1935 reinvented (in the case of the Clifford algebra $\mathcal{C} \ell_{n}$ ) the above explicit multiplication formula of Vahlen, they did not observe the connection to the Walsh functions (discovered in the meantime by Walsh 1923). The connection to the Walsh functions was observed by Hagmark \& Lounesto 1986.

In 1902, Vahlen initiated the study of Möbius transformations of vectors in $\mathbb{R}^{n}$ (or paravectors in $\mathbb{R} \oplus \mathbb{R}^{n}$ ) by $2 \times 2$-matrices with entries in $\mathcal{C} \ell_{0, n}$. This study was re-initiated by Ahlfors in the 1980's.

### 23.16 Elie Cartan

Besides detecting spinors in 1913 (and pure spinors in 1938), Cartan made two other contributions to Clifford algebras: their periodicity of 8 and the triality of $\operatorname{Spin}(8)$.

Cartan 1908 p. 464, identified the Clifford algebras $\mathcal{C} \ell_{p, q}$ as matrix algebras with entries in $\mathbb{R}, \mathbb{C}, \mathbb{H}, \mathbb{R} \oplus \mathbb{R}, \mathbb{H} \oplus \mathbb{H}$ and found a periodicity of 8 . To decipher Cartan's notation:

| $h$ |  |  |
| :---: | :---: | :---: |
| $\pm 1$ | $S_{m}$ | $\operatorname{Mat}(m, \mathbb{R})$ |
| $\pm 2$ | $I S_{m}$ | $\operatorname{Mat}(m, \mathbb{C})$ |
| $\pm 3$ | $Q S_{m}$ | $\operatorname{Mat}(m, \mathbb{H})$ |
| 0 | $2 S_{m}$ | ${ }^{2} \operatorname{Mat}(m, \mathbb{R})$ |
| 4 | $2 Q_{m}$ | ${ }^{2} \operatorname{Mat}(m, \mathbb{H})$ |

where $h=1-p+q(\bmod 8)$. Clifford's original notion of 4 classes was thus refined to 8 classes (and generalized from $\mathcal{C} \ell_{n}$ and $\mathcal{C} \ell_{0, n}$ to $\mathcal{C} \ell_{p, q}$ ). ${ }^{20}$

Cartan's periodicity of 8 for real Clifford algebras, with an involution, was extended by C.T.C Wall 1968 and Porteous 1969 (rediscovered by Harvey 1990). Wall considered real graded Clifford algebras, with an anti-involution, and found a 2-way periodicity of type $(8 \times 8) / 2$, like the movements of a bishop on a chessboard. Porteous used the anti-involution to induce a scalar product for spinors, and classified the scalar products of spinors into 32 classes, according to the signature types $(p, q)$ of real quadratic spaces $\mathbb{R}^{p, q}$.

In 1925, Cartan came into contact with the triality automorphism of $\operatorname{Spin}(8)$. Lounesto 1997 (in the first edition of this book) showed that triality is a restriction of a polynomial mapping $\mathcal{C} \ell_{8} \rightarrow \mathcal{C} \ell_{8}$, of degree 2 .

### 23.17 Ernst Witt

Witt 1937 started the modern algebraic theory of quadratic forms. He identified Clifford algebras of non-degenerate quadratic forms over arbitrary fields of characteristic $\neq 2$. The Witt ring $W(\mathbb{F})$, of a field $\mathbb{F}$, consists of similarity classes of non-singular quadratic forms over $\mathbb{F}$ (similar quadratic forms have isometric anisotropic parts). In characteristic $\neq 2$, the structure of Clifford algebras of certain quadratic forms was studied by Lee 1945/48 ( $\mathrm{e}_{i}^{2}=1$ ), Chevalley $1946\left(\mathrm{e}_{i}^{2}=-1\right)$, and Kawada \& Iwahori $1950\left(\mathrm{e}_{i}^{2}= \pm 1\right)$. These authors did not benefit the Witt ring (although they already had it at their disposal), and so they did not consider all the isometry classes of anisotropic quadratic forms.

Example. The Witt ring $W\left(\mathbb{F}_{5}\right)$ of the finite field $\mathbb{F}_{5}=\{0,1,2,3,4\}$ of characteristic 5 contains four isometry classes $0,\langle 1\rangle,\langle s\rangle,\langle 1, s\rangle$ where $s=2$ or $s=3$. Chevalley 1946, Lee and Kawada \& Iwahori did not notice that none of the quadratic forms $x_{1}^{2}+x_{2}^{2}, x_{1}^{2}-x_{2}^{2},-x_{1}^{2}-x_{2}^{2}$ on the plane $\mathbb{F}_{5}^{2}$ is isometric with $x_{1}^{2}+s x_{2}^{2} \simeq\langle 1, s\rangle$ (but in fact they are all neutral, and thereby in the same isometry class as 0 ). A simpler example is the line $\mathbb{F}_{5}$ where the Clifford algebra of $2 x^{2} \simeq\langle 2\rangle$ is the quadratic extension $\mathbb{F}_{5}(\sqrt{2})$ whereas the Clifford algebras of both $\pm x^{2} \simeq\langle \pm 1\rangle$ split $\mathbb{F}_{5} \times \mathbb{F}_{5}$.

20 Cartan's periodicity of 8 for Clifford algebras, from 1908, is often attributed to Bott, who was born in 1923 and proved his periodicity of homotopy groups of rotation groups in 1959.

### 23.18 Claude Chevalley

Chevalley 1954 constructed Clifford algebras as subalgebras of the endomorphism algebra of the exterior algebra, $\mathcal{C} \ell(Q) \subset \operatorname{End}(\bigwedge V)$, by means of a not necessarily symmetric bilinear form $B$ on $V$ such that $Q(\mathbf{x})=B(\mathbf{x}, \mathbf{x})$. By this construction, Chevalley managed to include the exceptional case of characteristic 2, and thus amended the work of Witt.

Chevalley 1954 went on further and gave the most general definition, as a factor algebra of the tensor algebra, $\mathcal{C} \ell(Q)=\otimes V / \mathcal{I}_{Q}$, valid also when ground fields are replaced by commutative rings. From the pedagogical point of view, this approach is forbidding, while it refers to the infinite-dimensional tensor algebra $\otimes V$.

Chevalley 1954 introduced exterior exponentials of bivectors and used them to scrutinize the Lipschitz group, unfairly naming it a 'Clifford group'. Thus, there were two exponentials such that

$$
e^{\mathbf{B}} \in \operatorname{Spin}(n) \text { and } \frac{e^{\wedge \mathbf{B}}}{\left|e^{\wedge \mathbf{B}}\right|} \in \operatorname{Spin}(n) \text { for } \mathbf{B} \in \bigwedge^{2} \mathbb{R}^{n}
$$

### 23.19 Marcel Riesz

Marcel Riesz 1958, pp. 61-67, reconstructed Grassmann's exterior algebra from the Clifford algebra, in any characteristic $\neq 2$, by

$$
\mathbf{x} \wedge u=\frac{1}{2}\left(\mathbf{x} u+(-1)^{k} u \mathbf{x}\right)
$$

where $\mathbf{x} \in V$ and $u \in \bigwedge^{k} V$. Riesz' contribution enhanced Chevalley's result of 1946 , which related exterior products of vectors to antisymmetrized Clifford products of vectors (Chevalley's result was valid only in characteristic 0).

Clifford algebras admit a parity grading or even-odd grading with even and odd parts, $\mathcal{C} \ell(Q)=\mathcal{C} \ell^{+}(Q) \oplus \mathcal{C} \ell^{-}(Q)$. Riesz's construction of 1958 showed that there also exists a dimension grading

$$
\mathcal{C} \ell(Q)=\mathbb{K} \oplus V \oplus \bigwedge^{2} V \oplus \ldots \oplus \bigwedge^{n} V
$$

in all characteristics $\neq 2$ (because there is a privileged linear isomorphism between a Clifford algebra and the exterior algebra). Thus, bivectors exist in all characteristics $\neq 2$.
M. Riesz 1947 expressed the Maxwell stress tensor as $T_{\mu \nu}=-\frac{1}{2}\left\langle\mathbf{e}_{\mu} \mathbf{F e}_{\nu} \mathbf{F}\right\rangle_{0}$.

The first one to consider spinors as elements in a minimal left ideal of a Clifford algebra was M. Riesz 1947 (although the special case of pure spinors had been considered earlier by Cartan 1938).

### 23.20 Atiyah \& Bott \& Shapiro

In 1964, Atiyah \& Bott \& Shapiro reconsidered spinor spaces as modules over a Clifford algebra, instead of regarding them as minimal left ideals in the Clifford algebra. This permitted differentiation of spinor valued functions on manifolds, not just on flat spaces.

They re-identified the definite real Clifford algebras $\mathcal{C} \ell_{n}$ and $\mathcal{C} \ell_{0, n}$ as matrix algebras with entries in $\mathbb{R}, \mathbb{C}, \mathbb{H}, \mathbb{R} \oplus \mathbb{R}, \mathbb{H} \oplus \mathbb{H}$ (identified by Cartan in 1908). They rediscovered the periodicity of 8 (found by Cartan in 1908) with respect to the graded tensor product (used earlier by Chevalley in 1955). They emphasized the importance of the $\mathbb{Z}_{2}$-graded structure (the even-odd parity in Clifford's works) and used it to simplify Chevalley's approach to Lipschitz groups (the role of parity grading and/or grade involution in reflections was not observed by Chevalley).

Atiyah \& Bott \& Shapiro's paper of 1964 is known for its dirty joke: they attributed the introduction of $\operatorname{Pin}(n)$ to Serre from France, where pronunciation of 'pin group' in English sounds the same as 'pine groupe' in French: pine [pin] is a slang expression for male genitals.
E. Kähler 1960/62 introduced a second product for Cartan's exterior differential forms making Grassmann's exterior algebra isomorphic with a Clifford algebra. This re-interpretation of Chevalley's definition of the Clifford algebra (extending $\mathbf{x} u=\mathbf{x}\lrcorner u+\mathbf{x} \wedge u$ ) was renamed as Kähler-Atiyah algebra by W. Graf 1978 (Graf's Kähler-Atiyah algebra was again reinvented and applied to the Kähler-Dirac equation by Salingaros \& Wene 1985).

### 23.21 The Maxwell Equations

In the special case of a homogeneous and isotropic medium, Maxwell equations can be condensed into a single equation. This has been done by means of complex vectors (Silberstein 1907), complex quaternions (Silberstein 1912/1914), spinors (Laporte \& Uhlenbeck 1931) and in terms of Clifford algebras. Juvet \& Schidlof 1932, Mercier 1935 and Riesz 1958 condensed the Maxwell equations into a single equation by bivectors in the Clifford algebra $\mathcal{C} \ell_{1,3}$ of $\mathbb{R}^{1,3}$. In the Clifford algebra $\mathcal{C} \ell_{3,1} \simeq \operatorname{Mat}(4, \mathbb{R})$, the single Maxwell equation

$$
\partial \mathbf{F}=\mathbf{J},
$$

where $\partial=\nabla-\mathbf{e}_{0} \partial_{0}$ and $\mathbf{F}=\mathbf{E e}_{0}-\mathbf{B e}_{123} \in \Lambda^{2} \mathbb{R}^{3,1}$, could be decomposed into two parts

$$
\partial\lrcorner \mathbf{F}=\mathbf{J}, \quad \partial \wedge \mathbf{F}=0 .
$$

Similarly, $\partial \mathbf{A}=-\mathbf{F}$ could be decomposed into two parts, $\partial \wedge \mathbf{A}=-\mathbf{F}$ and the Lorenz gauge/condition $\partial \cdot \mathbf{A}=0$ discovered by the Danish physicist Ludwig Lorenz and not by the Dutch physicist H. A. Lorentz. ${ }^{21}$ Marcel Riesz 1947 expressed the Maxwell stress tensor as

$$
T_{\mu \nu}=-\frac{1}{2}\left\langle\mathbf{e}_{\mu} \mathbf{F e} \mathbf{e}_{\nu} \mathbf{F}\right\rangle_{0}
$$

and Hestenes 1966, p.31, introduced the vectors $\mathbf{T}_{\mu}=-\frac{1}{2} \mathbf{F e}_{\mu} \mathbf{F}$ for which $T_{\mu \nu}=\mathbf{T}_{\mu} \cdot \mathbf{e}_{\nu}=\mathbf{e}_{\mu} \cdot \mathbf{T}_{\nu}$ and the mapping $T \mathbf{x}=-\frac{1}{2} \mathbf{F} \mathbf{x F}$ where $(T \mathbf{x})^{\mu}=T^{\mu}{ }_{\nu} x^{\nu}$. [Juvet \& Schidlof 1932, p. 141, gave

$$
T_{\mu \nu}=F_{\mu}^{\lambda} F_{\lambda \nu}+\frac{1}{4} g_{\mu \nu} F_{\alpha \beta} F^{\alpha \beta}
$$

but did not observe that $T \mathbf{x}=-\frac{1}{2} \mathbf{F x F}$.] Note that $\mathbf{T}_{0}=\frac{1}{2}\left(\mathbf{E}^{2}+\mathbf{B}^{2}\right) \mathbf{e}_{0}+\mathbf{E} \times \mathbf{B}$.

### 23.22 Spinors in ideals, as operators and recovered

Juvet 1930 and Sauter 1930 replaced column spinors by square matrices in which only the first column was non-zero - thus spinor spaces became minimal left ideals in a matrix algebra. Marcel Riesz 1947 was the first one to consider spinors as elements in a minimal left ideal of a Clifford algebra (although the special case of pure spinors had been considered earlier by Cartan 1938).

Gürsey 1956/58 rewrote the Dirac equation with $2 \times 2$ quaternion matrices in $\operatorname{Mat}(2, \mathbb{H})$ (see also Gsponer \& Hurni 1993). Kustaanheimo 1964 presented the spinor regularization of the Kepler motion, the $K S$-transformation, which emphasized the operator aspect of spinors. This led David Hestenes 1966-74 to a reformulation of the Dirac theory, where the role of spinors [in columns $\mathbb{C}^{4}$ or in minimal left ideals of the complex Clifford algebra $\left.\mathbb{C} \otimes \mathcal{C} \ell_{1,3} \simeq \operatorname{Mat}(4, \mathbb{C})\right]$ was taken over by operators in the even subalgebra $\mathcal{C} \ell_{1,3}^{+}$of the real Clifford algebra $\mathcal{C} \ell_{1,3} \simeq \operatorname{Mat}(2, \mathbb{H})$.

Spinors were reconstructed from their bilinear covariants by Y. Takahashi 1983 and J. Crawford 1985, in the case of the electron. Lounesto 1993 generalized the reconstruction of spinors to the null case of the neutron, and predicted existence of a new particle residing in between electrons and neutrons.
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[^0]:    "The author gines a concise but thorough intruduction to spinors and Clifford algebras extending from the very beginning to present research. A very recommendable book for everyone interested in this field."
    G. Kowol, Monalscheffe fïr Mathematik, 98

[^1]:    1 In this chapter scalars are real numbers (elements of $\mathbb{R}$ ).

[^2]:    5 Finite-dimensional real linear spaces are isomorphic if they are of the same dimension.
    6 A ring $R$ is a set with the usual addition and an associative multiplication $R \times R \rightarrow R$ which is distributive with respect to the addition. An algebra $A$ is a linear space with a bilinear product $A \times A \rightarrow A$.

[^3]:    9 These algebras were invented by William Kingdon Clifford (1845-1879). The first announcement of the result was issued in a talk in 1876 , which was published posthumously in 1882. The first publication of the invention came out in another paper in 1878.
    10 The Clifford algebra $\mathcal{C} \ell_{n}$ of $\mathbb{R}^{n}$ contains 0 -vectors (or scalars), 1 -vectors (or just vectors), 2 -vectors, $\ldots, n$-vectors. The aggregates of $k$-vectors give the linear space $\mathcal{C} \ell_{n}$ a multivector structure $\mathcal{C} \ell_{n}=\mathbb{R} \oplus \mathbb{R}^{n} \oplus \Lambda^{2} \mathbb{R}^{n} \oplus \ldots \oplus \Lambda^{n} \mathbb{R}^{n}$.

[^4]:    3 Electrical engineers denote the polar form by $r / \varphi$.
    4 The scalar product $\operatorname{Re}\left(z_{1} \bar{z}_{2}\right)$ is compatible with the norm $|z|$. Incidentally, $\operatorname{Im}\left(z_{1} \bar{z}_{2}\right)$ measures the signed area of the parallelogram determined by $z_{1}$ and $z_{2}$.

[^5]:    5 The finite fields $\mathbb{F}_{q}$, where $q=p^{m}$ with a prime $p$, are called Galois fields $G F\left(p^{m}\right)$.
    6 Bilinear means linear with respect to both arguments. This implies distributivity. In other words, distributivity has no independent meaning for an algebra.
    7 Note that associativity is not assumed.

[^6]:    8 The geometric view of complex numbers is connected with the structure of $\mathbb{C}$ as a real algebra, and not so much as a field.
    9 In the above construction we introduced a field structure into the real linear space $\mathbb{R}^{2}$ and arrived at an algebra $\mathbb{C}$ over $\mathbb{R}$, or equivalently at a field $\mathbb{C}$ with a distinguished subfield $\mathbb{R}$.

[^7]:    14 In an $n$-dimensional vector space $\mathbb{R}^{n}$ rotations can be represented by multiplications in Clifford algebras $\mathcal{C} \ell_{n}$, while certain simple elements of the exterior algebra $\Lambda \mathbb{R}^{n}=$ $\mathbb{R} \oplus \mathbb{R}^{n} \oplus \Lambda^{2} \mathbb{R}^{n} \oplus \cdots \oplus \Lambda^{n} \mathbb{R}^{n}$ represent oriented subspaces of dimensions $0,1,2, \ldots, n$.

[^8]:    1 In handwriting, bivectors can be distinguished by an angle on top of the letter, $\widehat{A}, \widehat{B}$.

[^9]:    7 These rules were invented by W.K. Clifford in 1882. In an earlier paper Clifford 1878 had considered an associative algebra of dimension 8 with the rules $\mathbf{e}_{\boldsymbol{i}} \mathbf{e}_{\boldsymbol{i}}=-1$ for $i=1,2,3$.

[^10]:    1 This holds in a conservative system.
    2 The Schrödinger equation arose out of the hypothesis that if light has both wave and particle properties, then perhaps particles might have wave properties such as interference and diffraction.
    3 This is the Born interpretation.

[^11]:    5 The left ideal can be written as $S=\operatorname{Mat}(2, \mathbb{C}) f$, where $f=\frac{1}{2}\left(I+\sigma_{3}\right)$ is an idempotent satisfying $f^{2}=f$. The idempotent is primitive and the left ideal is minimal.

[^12]:    6 Actually, spinor representations are representations of the universal covering group $S U(2) \simeq \operatorname{Spin}(3)$ of $S O(3)$. The spinor representations cannot be reached by tensor methods, as irreducible components of tensor products of antisymmetric powers of $\mathbb{R}^{3}$.
    7 The orthogonal group $O(3)$ also has a non-trivial covering group Pin(3) residing within $\mathrm{Cl}_{3}$.

[^13]:    9 A Lie group is simply connected if it is connected and every loop in the group can be shrunk to a point.
    10 Rotations in $S O(3)$ can be represented by vectors $\mathbf{a} \in \mathbb{R}^{3},|\mathbf{a}| \leq \pi$. Each rotation, $|\mathbf{a}|<\pi$, has a unique representative, and each half-turn, $|\mathbf{a}|=\pi$, is represented twice, $\pm \mathbf{a}$. A loop connecting the identity and a half-turn does not shrink to a point.

[^14]:    1 Note that $R_{\mathrm{i}}^{\top} R_{\mathrm{j}}^{\top} R_{\mathrm{k}}^{\top}=-I$.
    2 For unit quaternions $a, b \in \mathbb{H}$ such that $|a|=|b|=1$ we may choose $L_{a} \in Q$ and $R_{b} \in Q^{*}$ or alternatively $L_{a} \in Q^{*}$ and $R_{b} \in Q$. For a discussion about the meaning of $Q$ and $Q^{*}$, see the chapter on The Fourth Dimension.

[^15]:    3 Actually, it is not necessary to assume that $\mathbf{j}^{2}=-1$. The computation shows that there is no embedding $\mathbb{C} \subset \mathbb{R}^{3}$, where $\mathbb{R}^{3}$ is an associative algebra.

[^16]:    1 Although the square of a 3 -vector is real, it need not be simple. For instance, $\mathbf{V}=$ $\mathbf{e}_{123}+\mathbf{e}_{456} \in \Lambda^{3} \mathbb{R}^{6}$ is not simple [this can be seen by computing $\mathbf{V e}_{i} \mathbf{V}^{-1}, i=1,2, \ldots, 6$, and observing that they are not all vectors].

[^17]:    2 It is also a non-trivial question in dimension 5. In dimension $6,(1+\mathbf{F})(1-\mathbf{F})^{-1} \notin$ Spin(6).

[^18]:    2 The cross product is antisymmetric, $\mathbf{a} \times \mathbf{b}=-\mathbf{b} \times \mathbf{a}$, and satisfies the Jacobi identity $\mathbf{a} \times(\mathbf{b} \times \mathbf{c})+\mathbf{b} \times(\mathbf{c} \times \mathbf{a})+\mathbf{c} \times(\mathbf{a} \times \mathbf{b})=0$, which makes the linear space $\mathbb{R}^{3}$, with cross product on $\mathbb{R}^{3}$, a non-associative algebra, called a Lie algebra. The Jacobi identity can be verified using $\mathbf{a} \times(\mathbf{b} \times \mathbf{c})=(\mathbf{a} \cdot \mathbf{c}) \mathbf{b}-(\mathbf{a} \cdot \mathbf{b}) \mathbf{c}$.

[^19]:    6 The Lorenz condition/gauge was discovered by the Danish physicist Ludwig Lorenz in 1867, and not by the Dutch physicist H. A. Lorentz, who demonstrated covariance of the Maxwell equations under Lorentz transformations in 1903. See J. van Bladel: Lorenz or Lorentz? IEEE Antennas and Propagation Magazine 33 (1991) p. 69 and The Radioscientist 2 (1991) p. 55.

[^20]:    7 If we use the orthonormal basis $\left\{e_{0}, e_{1}, e_{2}, e_{3}\right\}$ with $e_{1}^{2}=e_{2}^{2}=e_{3}^{2}=1$ and $e_{0}^{2}=-1$, that is, $e_{0}=e_{4}$, then we find by reordering the indices that $e_{0123}=-e_{1234}$ and $F=$ $\frac{1}{c} \vec{E}_{4}-\left(\vec{B} \mathrm{e}_{4}\right) \mathrm{e}_{1234}=\frac{1}{c} \vec{E} \mathrm{e}_{0}+\left(\vec{B} \mathrm{e}_{0}\right) \mathrm{e}_{0123}$.

[^21]:    1 We consider only inertial observers; inertial = free of forces (no acceleration).

[^22]:    2 The Lorentz invariants remain the same also under rotations of $\mathbb{R}^{3}$, and therefore under the special Lorentz group $S O(3,1)$. This can be seen by squaring $\mathbf{F}=\vec{E} \mathrm{e}_{4}-\vec{B} \mathrm{e}_{123}$ : $\left.\mathbf{F}^{2}=\mathbf{F}\right\lrcorner \mathbf{F}+\mathbf{F} \wedge \mathbf{F}=\vec{E}^{2}-\vec{B}^{2}-2(\vec{E} \cdot \vec{B}) \mathrm{e}_{1234}$. The scalar part remains invariant under $L \in O(3,1)$ and the 4 -volume part remains invariant under $L \in S L(4, \mathbb{R})$. Note that $O(3,1) \cap S L(4, \mathbb{R})=S O(3,1), S L(4, \mathbb{R}) / \mathbb{Z}_{2} \simeq S O_{+}(3,3)$ and $\wedge^{2} L \in S O_{+}(3,3)$ acts on $\Lambda^{2} \mathbb{R}^{3,1} \simeq \mathbb{R}^{3,3}$.

[^23]:    3 Note the resemblance between $L g L^{\top} g^{-1}=I$ and the condition of orthogonality $R R^{\top}=I$ of a matrix $R, R \in O(n)$.

[^24]:    4 Completely orthogonal planes have only one point in common, the origin $O$. For two vectors $\mathbf{x}, \mathbf{y}$ in completely orthogonal planes, the scalar product $\mathbf{x} \cdot \mathbf{y}=x_{1} y_{1}+x_{2} y_{2}+$ $x_{3} y_{3}-x_{4} y_{4}$ vanishes: $\mathbf{x} \cdot \mathbf{y}=0$.

[^25]:    7 If $|\vec{a}|=|\vec{b}|$ and $\vec{a} \cdot \vec{b}=0$ then $\left(\vec{a}+\vec{b} \mathbf{e}_{123}\right)^{2}=0$, and for a non-zero $F=\vec{a}+\vec{b} \mathbf{e}_{123}$ there is no para-bivector $B \in \mathbb{R}^{3} \oplus \bigwedge^{2} \mathbb{R}^{3}$ such that $e^{B}=-e^{F}$.
    8 The first tanh-function is evaluated in the Clifford algebra $\mathcal{C}_{3}$.

[^26]:    9 Poincaré noticed that restricted Lorentz transformations of space-dimension 1 form a group $S O_{+}(1,1)$ consisting of the elements

    $$
    \left(\begin{array}{ll}
    \cosh \chi & \sinh \chi \\
    \sinh \chi & \cosh \chi
    \end{array}\right)
    $$

    where $\chi \in \mathbb{R}$.
    10 A. Einstein: Zur Elektrodynamik bewegter Körper. Ann. Physik 17 (1905), 891-921. In this paper Einstein compared the same phenomenon when observed in two different frames: a magnet moving near a closed conductor and a closed conductor moving near a magnet. In another paper of 1905 Einstein gave a relation between mass and energy, which was later popularized as the formula $E=m c^{2}$, written today as $E=m c^{2} / \sqrt{1-v^{2} / c^{2}}$ or $E^{2}=m^{2} c^{4}+p^{2} c^{2}$.

[^27]:    8 We shall reject ideal spinors later in favor of spinor operators.
    9 The factors $\frac{1}{2}\left(1+\gamma_{0}\right)$ and $\frac{1}{2}\left(1+i \gamma_{12}\right)$ are energy and spin projection operators.
    10 We replace column spinors by square matrix spinors in order to be able to get everything - vectors, rotations and spinors - represented within one mathematical system, namely the Clifford algebra.

[^28]:    1 In Crawford's factorization $Z=(\Omega+\mathbf{J})\left(1+i \Omega^{-1} \mathbf{K} \gamma_{0123}\right)$ the first factor $P=\Omega+\mathbf{J}$ is Dirac self-adjoint, $\tilde{P}^{*}=P$. Writing $\Gamma \overline{\tilde{\Gamma}} 1+i \mathbf{K} \Omega^{-1} \gamma_{0123}$, we can write Crawford's factorization as $Z=P \tilde{\Gamma}^{*}$, and note that $P \tilde{\Gamma}^{*}=\Gamma P \neq P \Gamma$. Crawford 1985 posed an open problem of decomposing $Z$ into a product of two commuting Dirac self-adjoint factors. This problem is solved at the end of this chapter.

[^29]:    1 The charge conjugation operator $\mathcal{C}$ is conventionally defined by $\mathcal{C}(\psi)=-i \gamma_{2} \psi^{*}$ for $\psi \in$ $\mathbb{C}^{4}$.

[^30]:    2 Our flag-pole $Z=\mathbf{J}+i \mathbf{S}$ is invariant under rotations $\Psi \rightarrow \Psi e^{\alpha \gamma_{12}}$, whereas the Penrose flags $Z_{ \pm}=\frac{1}{2}\left(\mathbf{J} \mp i \mathbf{S}_{2} \gamma_{0123}\right)$ make a $720^{\circ}$ turn under a rotation of $360^{\circ}$.

[^31]:    2 Note that $\phi \in \mathcal{C} \ell_{1,3} \frac{1}{2}\left(1-\gamma_{03}\right)$ is in a graded minimal left ideal of $\mathcal{C} \ell_{1,3} \simeq \operatorname{Mat}(2, \mathbb{H})$, which is also an ungraded minimal left ideal, while $\phi \in \mathcal{C} \ell_{3,1} \frac{1}{2}\left(1+\mathbf{e}_{03}\right)$ is in a graded minimal left ideal of $\mathcal{C} \ell_{3,1} \simeq \operatorname{Mat}(4, \mathbb{R})$, which is not an ungraded minimal left ideal [the minimal left ideals of $\mathcal{C} \ell_{3,1}$ are not graded].

[^32]:    2 The term quadratic algebra is commonly used for something else: in a quadratic algebra each square $x^{2}$ is linearly dependent on $x$ and 1 .

[^33]:    1 Denoting the Clifford algebra of the $n$-dimensional quadratic space $p\langle 1\rangle \perp q\langle-1\rangle$ by

[^34]:    $\mathcal{C} \ell_{p, q}\left(\mathbb{F}^{n}\right)$, this example shows that the notion $\mathcal{C} \ell_{p, q}$ does not reach all the Clifford algebras over arbitrary fields $\mathbb{F}$.
    2 The real linear space $\mathbb{R}^{n}$ with the positive definite quadratic form $n\langle 1\rangle=\langle 1,1, \ldots, 1\rangle$ is the Euclidean space $\mathbb{R}^{n}$.

[^35]:    2 The term quadratic algebra is customarily used for something else: in a quadratic algebra $x^{2}$ is linearly dependent on $x$ and 1.

[^36]:    4 Similarly, beginning with a minimal left ideal of the even subalgebra $\mathcal{C} \ell_{p, q}^{+}$we obtain an even spinor space. The dimension of the even spinor space is lower than the dimension of the spinor space, when $p-q=0 \bmod 4$. In this case, even spinors are called semi-spinors.

[^37]:    2 The mapping $\lambda \rightarrow \lambda^{\sigma}$ is an (anti-)automorphism of the division ring $\mathbb{D}$.
    3 More precisely, the scalar product on $S$ is $\mathbb{D}^{\sigma}$-symmetric or $\mathbb{D}^{\sigma}$-skew, and the scalar product on $\check{S}$ is $\check{\mathbb{D}}^{\sigma}$-symmetric or $\check{\mathbb{D}}^{\sigma}$-skew.

[^38]:    1 Möbius mappings $f(z)=\frac{a z+b}{c z+d}$ are defined almost everywhere in $\mathbb{C}$. The set of Möbius mappings can be used to compactify $\mathbb{C}$, the compactification being $\mathbb{C} \cup\{\infty\}$.
    2 A transversion is a composition of an inversion in the unit circle, a translation and another inversion. Thus, transversions are conjugate (by the inversion) to translations.

[^39]:    3 We shall often refer to Möbius transformations of the Euclidean space $\mathbb{R}^{n}$ whereby we tacitly mean transformations of the compactification $\mathbb{R}^{\boldsymbol{n}} \cup\{\infty\}$.

[^40]:    6 Maass 1949 and Ahlfors 1984 presented an equivalent characterization of Vahlen matrices where the second condition was replaced by

[^41]:    1 It is worth noting that the formula (5) for the coefficients $p_{l, j}$ is valid for all signatures and not only for positive definite quadratic forms.

[^42]:    1 Recall that antisymmetric means $B(\mathbf{x}, \mathbf{y})=-B(\mathbf{y}, \mathbf{x})$ and alternating $B(\mathbf{x}, \mathbf{x})=0$; alternating is always antisymmetric, though in characteristic 2 antisymmetric is not necessarily alternating.

[^43]:    1 This expression is also valid for $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{3} \subset \mathcal{C} \ell_{3}$, but the element $1-\mathbf{e}_{123}$ does not pick up an ideal of $\mathcal{C} \ell_{3}$. Recall that $\mathcal{C} \ell_{3}$ is simple, that is, it has no proper two-sided ideals.

[^44]:    7 Note that $a \circ x \circ a=a x \tilde{a}, \tilde{a}=\hat{a}^{-1}$ and $a \circ x \circ a^{-1}=s x s^{-1}$ where $s=a_{1} a_{2}^{-1} \in$ \$pin(7).
    8 Any four mutually orthogonal invariant planes of an isoclinic rotation of $\$ R^{8}$ induce the same orientation on $\$ R^{8}$.
    9 To prove Cartan's principle of triality, in the general case, iterate the Moufang identity, like $b \circ a \circ(x \circ y) \circ a \circ b=(b \circ(a \circ x)) \circ((y \circ a) \circ b)$. Observe the nesting $b \circ(a \circ x)=s x \hat{s}^{-1}$, where $s=\operatorname{trial}(\hat{b}) \operatorname{trial}(\hat{a})=\operatorname{trial}(\hat{b a})$.

[^45]:    15 The subgroup of linear automorphisms contains 2 components, represented by the identity and the companion, $u \rightarrow \mathrm{e}_{8} u \mathrm{e}_{8}^{-1}$.

